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In this proposal, we propose an Energy Efficient and High

Throughput MAC (EEHT-MAC) protocol in multichannel

Cognitive Radio Ad Hoc Networks (CRAHNs), to solve the
hidden and exposed terminal problems of multichannel PUs
and SUs. To improve the system throughput by reduce the
interference to PUs and increase the channel utilization of
SUs. We propose the dynamic length of contention window
and permit the SU sender to reserve multiple data slots to
solve the hidden and exposed terminal problems between PUs
and SUs. Too longer length in contention window, the SUs
must wait more time on contention window under lower load.
In contrast, too shorter length in contention window, the
contention and hidden terminal problems will be serious
under higher load. In order to increase the network life
time and fairness, the low power of SU sender can reserve
multiple data slots.

We also compare our proposed scheme to existing MAC
protocols for CRAHNs. We will show that EEHT-MAC has higher
power efficiency and system throughput than previous MAC
protocols.

: cognitive radio ad hoc networks ; MAC ; hidden terminal

problem ; exposed terminal problem ; network lifetime °



Energy Efficient and High Throughput MAC
Protocol for Multichannel Cognitive Radio Ad Hoc
Networks

Chien-Min Wu

Abstract—In cognitive radio ad hoc networks
(CRAHNS), secondary users (SUs) can opportunistically
utilize the spectrum that is available from primary
users (PUs). SUs must hop from one spectrum band to
another to obtain spectrum opportunities. The medium
access control (MAC) protocol for CRAHNs plays an
important role to exploit the spectrum opportunities,
manage the interference to PUs, and coordinate the
spectrum access amongst SUs. In this paper, we propose
an energy efficient and high throughput MAC (ETMAC)
protocol in multichannel CRAHNSs to reduce the energy
consumption and increase throughput in multichannel
CRAHNs. The energy consumption will be reduced
by the dynamic length of contention window and
the selective sensing to PU channels according to the
successful sensing probability. For the dynamic length of
contention window, the ETMAC will save more idle slots
and decrease energy consumption and MAC contention
delay. The ETMAC using dynamic length scheme of
contention window is also proposed to solve the hidden
and exposed terminal problems between PUs and SUs.
We compare our proposed scheme to existing MAC
protocols for CRAHNs. We will show that ETMAC has
higher channel spatial reuse and normalized throughput,
lower energy consumption and MAC delay than previous
MAC protocols.

Index Terms—cognitive radio ad hoc networks
(CRAHNSs),medium access control (MAC), hidden terminal
problem, exposed terminal problem, Markov chain model.

I. INTRODUCTION

Today’s wireless networks are regulated by a
fixed spectrum assignment policy. According to the
Federal Communications Commission (FCC), the
variation range in the utilization of the assigned
spectrum is about 15 % to 85 %, with a high
variance in time. The spectrum is a limited available
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source. Inefficient spectrum usage necessitates a
new communication technology to opportunistically
exploit the existing wireless spectrum. This new
access method for the wireless spectrum is referred
to as NeXt Generation (xG) Network, as well as
Dynamic Spectrum Access (DSA) and Cognitive
Radio Network (CRN) [1], [2], [3].

In CRNs, secondary users (SUs) can opportunis-
tically utilize the spectrum of primary users (PUs)
when it is idle. In cognitive radio ad hoc networks
(CRAHNS), the spectrum can be divided into several
channels. A single-channel can be used by SUs
when there is no interference with other SUs and no
interference between SUs and PUs; this improves
network performance. In multichannel CRAHNS,
channels are unreliable owing to collisions between
SUs and PUs. Therefore, medium access control
(MAC) protocols are quite important for avoiding
collisions between SUs and PUs and avoiding prob-
lems with hidden terminals and exposed terminals.

In cognitive radio (CR) networks, MAC proto-
cols play an important role in exploiting spectrum
opportunities, managing the interference with PUs,
and coordinating the spectrum access among SUs.
A single-channel MAC protocol contains a common
channel shared by wireless mobile nodes. IEEE
802.11 is a widely used standard based on a single-
channel model. When using such a protocol, system
performance will decrease rapidly as the number
of nodes increases because of increased contentions
and collisions among nodes.

One scheme to reduce the contention and colli-
sion problems between SUs is to utilize multichan-
nel. With the progress of wireless network technol-
ogy, allowing one SU to access multiple channels
is feasible at the same time. Thus, we can define a
multichannel MAC protocol that has such capabil-
ity. In addition, using multichannel also has three
advantages. First, while the maximum throughput



of a single-channel MAC protocol will be limited
by the bandwidth of the channel, the throughput
may be increased immediately if one SU is allowed
to utilize multichannel. Second, using multichannel
will experience less normalized propagation delay
per channel than single-channel. Third, since using
a single channel is difficult to support quality of
service (QoS). And this is easier to do so by using
multichannel [4].

The hardware limitations of practical cognitive
radios are considered in [S]. The authors identify
two hardware constraints of a cognitive radio. One is
a sensing constraint, and the other is a transmission
constraint. A decentralized cognitive MAC (DC-
MAC) for opportunistic spectrum access in ad hoc
networks is proposed in [6]. The authors developed
an analytical framework for opportunistic spectrum
access based on the theory of Partially Observable
Markov Decision Process (POMDP). The POMDP
scheme integrates the design of channel access
protocols at the MAC layer with channel sensing
at the physical layer.

An Opportunistic Spectrum MAC (OS-MAC) for
wireless networks equipped with cognitive radios
is proposed in [7]. The OS-MAC proposes a new
protocol for cognitive wireless networks that em-
powers software-defined radios (SDRs) based wire-
less devices with following capabilities. First, OS-
MAC can adaptively and dynamically seek and
exploit opportunities in both licensed and unlicensed
spectra and along both the time and frequency
dimensions. Second, OS-MAC can access and share
spectrum among different unlicensed and licensed
users. Thirs, OS-MAC can coordinate with SUs for
better spectrum utilization.

In [8], a novel cognitive MAC (C-MAC) protocol
for distributed multichannel CRAHNS is proposed.
C-MAC operates over multichannel, and hence is
able to effectively deal with channel access among
PUs and SUs. CMAC overcome the dynamics of
resource availability due to PUs and mitigate the
effects of distributed quiet periods utilized for PUs
signal detection.

An efficient cognitive-radio-enabled multichan-
nel MAC (CREAM-MAC) protocol for CRAHNs
is proposed in [9], which integrates the spectrum
sensing at physical layer and packet scheduling at
MAC layer. Under the proposed CREAM-MAC pro-
tocol, each SU is equipped with a cognitive radio-
enabled transceiver and multiple channel sensors.

The proposed CREAM-MAC enables the SUs to
best utilize the unused frequency spectrum while
avoiding the collisions among SUs and between SUs
and PUs.

A MAC protocol for opportunistic spectrum ac-
cess (OSA-MAC) in CRAHN:S is proposed by [10].
The OSA-MAC protocol works in a multichan-
nel environment which is capable of performing
channel sensing to discover spectrum opportunities.
OSA-MAC also uses the Power Saving Mecha-
nism (PSM) model from IEEE 802.11 DCF-based
WLANS. It assumes that time is divided into beacon
intervals, and that all SUs are synchronized by
periodic beacon transmissions.

A novel MAC (N-MAC) scheme for multichannel
CRAHNSs considers the PU signal that may cover
only part of the network. The proposed N-MAC
scheme adjusts the sensing priorities of channels
at each SU with the PU detection information of
other SUs and also limits the transmission power of
a SU to the maximum allowable power in order to
guarantee the quality of the service requirements of
the PU [11].

An energy-efficient distributed multichannel
MAC protocol (MMAC) is proposed for CR
networks [12]. MMAC can achieve energy-efficient
communication, and the phases of its sensing
algorithms include a low-power inaccurate scan
and a high-power accurate scan.

The modeling and analytical delay analysis for a
multichannel cognitive radio network is proposed
[13]. The authors shown that a buffering MAC
protocol outperforms a switching MAC protocol.
The reason is that the delay bottleneck for both
protocols is the time required to successfully access
the control channel, which occurs more frequently
for the switching MAC protocol.

A contention based distributed medium access
control (CBMAC) protocol for the secondary users
channel access is proposed in [14]. The CBMAC
allows collision-free access to the available PU data
channels and eventually their utilization by SUs.
CBMAC also introduce the provision of reservation
of free channels by SUs for extended periods to
increase utilization without causing harmful inter-
ference to PUs. The contention window cycle size
of CBMAC protocol is suitably chosen to keep the
interference caused to primary within a tolerable
range.

The primary motivation underlying almost all



previous MAC protocols is throughput awareness
due to the characteristics of CRAHNSs, such as
severe resource constraints, hidden terminal prob-
lems, exposed terminal problems and PU outage
probability conditions. However, there is a rising
need for efficient throughput and delay aware MAC
protocols, proportional to the increasing number of
the fields of their applications, such as TV white
spaces, emergency and public safety applications,
vehicular Communications, and novel applications
of CRAHNS.

In this paper, we propose a energy efficient and
high throughput MAC (ETMAC) protocol using
for multichannel CRAHN:Ss, to enable primary users
(PUs) to efficiently use the available spectrum. In
addition, frequencies reserved for PUs may experi-
ence periodic use and frequent quiet periods; thus,
secondary users (SUs) may utilize these frequencies
during these periods. However, in cases in which
SUs use PU frequencies, PUs must not be subjected
to performance degradation. The beacon interval
of ETMAC is the sum of sensing window and
contention window and is small than the CBMAC.
Therefore, the ETMAC will keep the interference
caused by PUs within a tolerable range.

These requirements motivated use to design a
distributed MAC protocol for CRAHNS, to reduce
the energy consumption and MAC delay due to the
contention among SUs and the sensing to PUs in
multichannel CRAHN:S.

The main goal of this paper is to design a ET-
MAC protocol in multihop, multichannel CRAHNSs.
ETMAC resolves multichannel hidden terminal
problems for PUs and SUs, as well as multi-
channel exposed terminal problems for SUs. The
main contributions of this paper are the design
of a multichannel MAC protocol for CRAHN:S,
and the development of a Markov chain model to
characterize the normalized throughput and other
performance metrics for the saturation CRAHNS.
In this protocol, requiring two transceivers per node
mitigates the hidden and exposed terminal problems
in multichannel CRAHNS, unlike other multichan-
nel MAC protocols that only mitigate the hidden
terminal problem.

The remainder of this paper is organized as
follows: ETMAC protocols are described in Section
2. Basic operation of the multichannel ETMAC
and normalized throughput analysis for the satu-
ration CRAHNs are described in Sections 3 and

4, respectively. We evaluate the performance of
the proposed ETMAC with some numerical results
obtained from a simulation in Section 5. Finally, the
paper concludes in Section 6.

II. ENERGY EFFICIENT AND HIGH THROUGHPUT
MAC (ETMAC) PROTOCOL

In this section, we introduce the ETMAC,
which enables opportunistic spectrum sharing in
CRAHNs. The ETMAC enables significant in-
creases in throughput and channel spatial reuse, and
reduces the energy consumption and MAC delay.
This protocol is designed to protect PUs from SU
interference and resolve the hidden and the exposed
terminal problems for SUs. The time structure used
is similar to the IEEE 802.11 power-saving mode.

A. System Model in Multichannel MAC Protocol
CRAHNs

Several research groups [10], [11], [12], [15],
[16], [17], [18] found the use of a common control
channel (CCC) to guarantee reliable control infor-
mation exchanges for CRAHNs to be an effective
method.

We consider a multichannel environment in
CRAHNSs. There is one common control channel
and N data channels within the CRAHNSs. It is
assumed that SUs will not be disturbed by PUs in
accessing the control channel. The data channels are
licensed to PUs and can be opportunistically used
by the SUs. In the environment under consideration,
the PU and SU signals can have influence not on
the entire CRAHN but only on part of the CRAHN.
That is, there exist SUs that cannot detect the PU
activation within the CRAHN and this will create
hidden and exposed terminal problems in CRAHNS.
In addition, the data transmission model is in a
multihop environment.

Each host has two transceivers to enable it to
listen on both the control channel and the data chan-
nel simultaneously. Since one of the transceivers is
always listening on the control channel, the mul-
tichannel hidden terminal problem does not occur.
When the number of channels is small, the dedicated
use of one channel for control messages can be
costly. On the other hand, if the number of channels
is large, the control channel can become a bottle-
neck and prevent the data channels from being fully
utilized [4].



The frame length of RTS control frame is set as
a power of 2. This method efficiently utilizes the
channel bandwidth by assigning unused slots to SUs
of new connections and enlarging the frame length
when the number of slots in the frame is insufficient
to support the SUs. This method also shrinks the
frame length when the frame of RTS is half empty.

In the proposed ETMAC protocol, each SU is
equipped with two transceivers: one to communicate
with the control channel and one to communicate
with data channels. The control transceiver will
operate on the control channel to exchange control
packets with other SUs and to obtain rights to access
data channels. The data transceiver will dynamically
switch to one of the data channels to transmit data
packets and acknowledgements.

B. ETMAC Protocol in Multichannel CRAHNs

In this section, we propose the use of the ETMAC
protocol in multichannel CRAHNSs to resolve hidden
and exposed terminal problems. Before describing
the ETMAC in detail, we first summarize our as-
sumptions. This protocol uses a scheme similar to
[4] that provides throughput improvements using N
channels, and all channels have the same bandwidth.
None of the channels overlap, thus the packets trans-
mitted on different channels do not interfere with
each other. Nodes have prior knowledge regarding
the number of available channels. Each node is
equipped with two half-duplex transceivers. The
transceiver is capable of switching channels dynam-
ically. Nodes are synchronized, allowing them to
begin their beacon intervals at the same time.

The time structure is divided into time intervals
in CRAHNs, where each time interval has two
phases. Fig. 1 shows the one control channel of the
ETMAC protocol in multichannel CRAHNs. The
first phase includes the sensing minislot window,
which avoids PU interference on the same channel.
Each SU node maintains a beacon table, which
records the beacon’s probability of success. The
beacon’s probability of success is the probability
that none of the other nodes transmits in the same
beacon slot. The beacon message will return to
the backoff mechanism if a collision occurs. Each
SU node will maintain a neighbor table. This table
records its neighbors and includes PUs and SUs.
Each SU also maintains a channel status table. This
table records success probabilities of the borrowing

channel status from the PU. The SU sender will
sense and determine the usable channel according to
the channel’s probability of success. The channel’s
probability of success is the probability that none
of the other nodes transmits on the same channel.
The SU will sense that the channel’s probability of
success is larger than the threshold value, which
decreases energy consumption. If the probability of
success of all channels is lower than the threshold
value, the SU will sense all of the channels and
detect the PUs in a timely manner. In addition, each
SU will adjust its threshold value by itself.

The second phase involves a contention window.
In the first phase, the SU node avoids interference
with the PU to some extent, but cannot completely
avoid it. The second phase will contain the proposed
mechanism to resolve the hidden and exposed ter-
minal problems.

The following section contains detailed descrip-
tions of these two phases in a ETMAC.

« Sensing minislot window phase: Each node
sends itself a beacon control message, using the
IEEE 802.11 Timer Synchronization Function
(TSF) to perform the synchronization. This
beacon records its local time in the sens-
ing minislot window and refreshes its time
when it receives a faster beacon time than
itself. If a collision occurs between the beacon
messages, the backoff mechanism is invoked.
IEEE 802.11 and previous documents specify
that the SU should change and sense each
channel, which is a misuse of energy. In this
study, channel sensing is performed according
to success probability. Therefore, ETMAC will
reduce transition time and further decrease en-
ergy consumption.

« Contention window phase: This phase contains
the following control messages: RTS (Request-
to-send), CTS (Clear-to-send), RCA (Reserva-
tion channel assignment). Each SU must per-
form this procedure completely in a control
channel before obtaining a this channel.

C. Contention Window Descriptions

Fig. 1 shows all the fields of the control packet
for data channel reservation in a ETMAC protocol
of multichannel CRAHNSs. The detailed descriptions
are as follows:
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Fig. 1. Control packet for data channel reservation in ETMAC
protocol of multichannel CRAHNs

o Beacon: Using IEEE 802.11 Timer Synchro-
nization Function(TSF).

o INT: INT contains the following fields: C'H,q4,
SUsenders and PUgepger. CH;q denotes the
interfered channel to PU, SU,.,q4.r denotes
the SUs that sent the interrupt message, and
PU,.nq4.r denotes the interfered PU.

« RTS: The following fields: CH;q,
OHidQ s C1]—-11113 ) SUsender s SUreceive'r’
Nbrip1,--- ,Nbrip, and Power,,,, Wwere

added to the fields in the CTS of IEEE
802.11. Channels C'H;;, CH;go, and C'H,y3
have higher priority in the channel status
of the SU sender. SU,.,qer denotes the SU
sender, SU,..civer denotes the SU receiver,
Nbripi,--- ,Nbryp, denotes the ID of the
neighbors of SUsenger, and Power,,,, denotes
the maximum transmission power of the SU
sender.

o CTS: The following fields: C'H;y, SUscnders
SUreceivera NbTIDla ) NbTIDna PO’[UGTT»CU
and Power,,,, were added to the fields in
the CTS of IEEE 802.11. C'H,; denotes the
channel selected according to the received
RTS message. SUgepger denotes the SU
sender, SU,.cciver denotes the SU receiver,
Nbrip1,--- ,Nbrip, denotes the ID of
the neighbors of SU,ccciver, and Power,,q,
denotes the maximum transmission power of
SU sender.

« RCA: RCA contains the following fields:
OHida SUsender» SU’r'eceiver’ and POwersnd-
CH,;y denotes the channel selected by the

SU sender, SUsepqer denotes the SU sender,
SU, cceiver denotes the SU receiver.

o« ACK: ACK contains the following fields:
CH;g, SUender, and SU,eceiver. CHiq denotes
the channel selected by the SU sender, SUepqer
denotes the SU sender, and SU,.cciver denotes
SU receiver.

D. Buffering MAC Protocol and Switching MAC
Protocol

In [13], the authors proposed two MAC proto-
cols, one is buffering MAC protocol and another
is switching buffering MAC protocol. The authors
also observed that using an slotted time access
scheme to the control channel, a buffering MAC
protocol, where in case of interruption the SU waits
for the PU to vacate the channel before resuming
the transmission, outperforms a switching MAC
protocol, where the SU vacates the channel in case
of appearance of PUs and then compete again to
access a new channel.

One SU stays on its reserved channel, even this
channel becomes occupied by PUs in buffering
MAC protocol. In buffering MAC protocol, the SU
will keep silent while PU active ON and SU will
transmit its packet while PU active OFF. The SU
will occupied this channel as log as the packet is not
transmitted completely. SU will release its occupied
channel until the packet is entirely transmitted. For
the buffering MAC protocol, the packet service time
of SU consists of only one beacon interval and
followed by a transmission time which consists of
successful transmission, unsuccessful transmission
and unavailable channels, until the entire packet is
transmitted.

One SU that senses its channel occupied by PUs
and then leaves the channel in switching MAC
protocol. In switching MAC protocol, one SU will
return to the idle state to participate the contention
window and competes with other SUs in the next
beacon interval. While one SU wins the rights of
transmission from the competition among SUs, it
will reserve a new channel in this timeslot. For
the switching MAC protocol, the packet service
time consists of several beacon intervals in order
to switch to available channels and the successful
transmission and unsuccessful transmission times-
lots required to transmit the entire packet.



In this paper, we use buffering MAC protocol in
our ETMAC protocol while its has higher perfor-
mance than switching MAC protocol.

ITI. BASIC OPERATION IN MULTICHANNEL
ETMAC

Each SU determines channel vacancy based only
on its sensing outcomes. To efficiently sense all
channels, the SU must assign a sensing success
probability to each channel. The SU should perform
sensing on an idle channel to facilitate reliable PU
detection. Each SU maintains various state data for
each channel.

A. Channel State Informations in Multichannel ET-
MAC

The data for channel 7 at node j is as follows:

« CH;(j): This denotes the state of channel ¢
at SU(j). Let SU(7) denote a cognitive radio
secondary user i, and PU(j) denote a primary
user j. If SU(j) detects other SU signals on
channel 7 in the contention window, it sets
CH;(j) = 1. Otherwise, CH;(j) = 0. When
CH;(j) =0, SU(j) considers channel i to be
empty.

« PU;(j): This indicates the SU(j) that has
detected the existence of a PU on channel ¢ in
the sensing minislot window. If SU(j) detects
the PU signal on channel i, it sets PU;(j) = 1.
Otherwise, PU;(j) = 0. When PU;(j) = 0,
SU(j) considers channel i to be empty.

B. Channel Sensing in Sensing Minislot Window

In ETMAC, periodically transmitted beacons di-
vide time into beacon intervals. A small window
on the control channel called the sensing minislot
window is placed at the start of each beacon interval.
During this window, each SU must sense each data
channel according the success probability on the
control channel; it must then record the status for
sensed data channels. Each SU records sensed data
channels, whether or not they are occupied by SUs
or PUs.

C. Data Transmission Scheme in Multichannel ET-
MAC

In the sensing minislot window, each SU per-
forms scans and obtains the status of sensed data

channels that have higher success probability. The
contention window is used for control packet ex-
changes and selects one idle channel. In the con-
tention window, the transmission range of the
SUs on the data channels cannot cover the entire
network, because the SUs transmit data packets
using power controlled by ETMAC. Thus, some
SUsendger and SU,cceiver pairs in the CRAHNs will
use multihop data transmissions. A multihop trans-
mission is composed of several concatenated one-
hop transmissions; a proposed data transmission
scheme governs each one-hop transmission, where
the SU,cceiver 18 located within the transmission
range of the SUscpnger [11]. An SUgepqe- that wants
to transmit data packets should first reserve a data
channel. Data channels are reserved by an ex-
change of control packets between an SU,4. and
SU,eceiver- In ETMAC, packet transmissions on the
control channel are governed by a modified IEEE
802.11, referred to as energy efficient and high
throughput MAC (ETMAC).

In CBMAC, each control frame will has same
length in contention window, and select the time
slots according to the sequence of time order.
Therefore, there are some idle time slots will not
be used and this will increase the MAC delay. In
Fig. 2, there are two connections successfully by
the RTS/CTS/RCA MAC protocol, and each control
frame has four time slots. In addition, collision
happens in two time slots in RTS control frame.
So, we will see that has four time slots wasted in
CTS/RCA field. The idle time slots in CTS/RCA
will be shrunk while ETMAC is used.

| Beacon Interval !

Beacon Interval 1

| |
| -
| Sensing Contention | | Sensing Contention !
: window window : I window window
|

I | I I | !
| T ts Tct.s' ' 1 | T, Is Tct.vl T1
ekl 5 EDMAC 1o Erferles
|

e
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g g o

D: Collision slot
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Fig. 2. The procedure of ETMAC protocol example 1 in multichannel
CRAHNs

In Fig. 3, there are two connections successfully
by the RTS/CTS/RCA MAC protocol initially, and
each control frame has four time slots. Larter,
collision happens in two time slots in RTS control



frame field and one time slot in CTS control frame

field.

So, we will see that has six time slots wasted

in CTS/RCA field. The idle time slots in CTS/RCA
will be shrunk while ETMAC is used.
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Fig. 3. The procedure of ETMAC protocol example 2 in multichannel
CRAHNs

ETMAC is designed to reduce energy consump-
tion and MAC contention delay in multichannel
CRAHNs. The ETMAC procedures for reducing
energy consumption and MAC contention delay are
performed as follows.

1)

2)

3)

Upon receiving a beacon at the sensing min-
islot window, each SU obtains the PUs’ idle
channel information from the sensing minislot
window. If SU(i) detects the PU signal on
channel ¢, it sets PU.(i) = 1. Otherwise,
PU.(i) = 0. The notation ¢ denotes licensed
channels. In this scenario, ¢ ranges from 1 to
4.

If SU(7) has a data packet to send to SU(j),
then SU(7) is also a cognitive radio secondary
user j. Initially, the frame length of RTS
control frame is set to 4, and this is a power of
2. The frame length of RTS will be enlarged
when the number of slots in the frame is
insufficient to support the SUs. The frame
length of RTS will be shrunk when the frame
of RTS is half empty.

SU; checks the status of PU.(i) for each
licensed channel of the PU. SU; selects the
idle channels from PU.(i) and then selects
three channels ( C'H;y1, CH;q0, CH,y3) that
have higher probabilities of success from the
channel status table. It then adds the selected
channels, the ID of the one-hop neighbors of
SU; and the maximum transmission power
information, Power,,,,, to the RT'S control
packet in the contention window, and sends it
to SU;. Here, it is assumed that all the SUs

4)

5)

6)

7)

have the same maximum transmission power,
Power,,q..

Assume SUj receives the RT'S control mes-
sage from SU;, and then selects one channel,
C'H,q, according to the success probability
data in its channel status table and whether the
status PU;4(7) is 0. SU; then sends the C'T'S
control message, including the selected chan-
nel C'H;,4, and the ID of the one-hop neighbors
of SU; to SU; after waiting the SIFS (Short
Inter Frame Space) time interval. The CT'S
also includes the receiving power, Power,,,
of the SU; to SU; transmission, and the
maximum transmission power Power,,,;, of
SU;. If SU; has no suitable PU,(j) channel
in its status stable, the channel field C'H;; of
CTS is set to empty. As a result, the con-
nection cannot be established and SU (i) must
wait for the next frame; the above procedures
are repeated if SU(7) still wants to establish
communication between SU (i) and SU(j).
SU; selects one slot in the RT'S field and
sends RT'S control packet, other SUs who
want to create one connection also send RT'S
control packet in selected slot. SU; and other
destinations’ SUs will receive RT'S if no
collision happens. The received RT'S control
packets will less than the total sent RT'S
control packets due to the collision in the
contention region. Then, the SU; will send
CTS control packet, if received the RTS
control packet.

The length of C'T'S field T.;; will less than the
length of RT'S field 7,5 due to the collision
in the contention region. And this will reduce
the MAC delay and achieve the saving energy
due to no idle slots in the CT'S field. In
CBMAC, the length of all the control frame
field is same. So, if the collision happens in
RTS field, then the the number of idle slots of
other control fields in the contention window
is remain as same as the RT'S field. And then
the consumption of idle slots will increase
and the MAC delay alos increase in CBMAC.
In ETMAC, the SUs will shrink down the
contention window by deleting idle slots, then
the system performance will increase.

The contention window will into RC'A field
when the handshake of RT'S and C'T'S com-
pleted. In the RC A field, the length of RC'A



field will shorter than the CBAMC protocol.
So, the ETMAC will at least has less energy
consumption while its has less sensing PU
times in sensing window, and shorter length of
RC A field. The ETMAC will remain saving
energy per beacon interval and reducing MAC
delay due to dynamic length of contention
window.

8) Therefore, ETMAC will save more energy per
beacon interval and reduce more MAC delay
than CBMAC due to dynamic length of con-
tention window and PU sensing in the sensing
window according to the success probability.

D. Channel Assignment in Multichannel ETMAC

For overlapped channel assignment, a MAC pro-
tocol is needed to resolve the contention when
several SUs attempt to access the same assigned
channel. In addition, the channel spatial reuse of
overlapped channel is needed to improve the net-
work throughput [19], [20].

In ETMAC for CRAHNSs, channel assignment
addresses the hidden node problem. If two SUs
can communicate directly, we say that these two
SUs are neighbor nodes. When two SUs are not
neighbor nodes but have a common neighbor node
in between them, we say that these two SUs have
the relationship of being potential hidden nodes.

Suppose there is a pool of M channels available
to the network and they are numbered from 1 to M.
Let

1 channel : is used at node j
0 otherwise

CHplis) = {

CHpua (i) = { 0 otherwise

When a SU,,4 requests to set up a connection
with a destination SU,.,, the SUs will run the
MAC protocol of ETMAC to mitigate the mul-
tichannel hidden terminal problem and then ac-
cess one usable channel by channel assignment of
ETMAC. If a channel is available, the SU then
updates its C'H;(m). Other SUs can update their
CH,(m) by exchange or receive the control packet
RT'S/CTS/RCA of ETMAC. C'H}(m, t) informa-
tion is exchanged between neighbor SUs.

1 channel 7 is used at least one node  ,y,

In order to increase channel spatial reuse, when
there is no risk of violating the hidden terminal
problem constraints, effort should be made to reuse
assigned channel as often as possible. Since the
usage status of each channel is kept track of by the
exchange the control packet, ETMAC can approach
a compact pattern for channel spatial reuse. The
price, however, is that the SUs have to exchange
the channel status information by exchange control
packet, resulting in a higher control traffic load.

Although the SUs will not cause harmful inter-
ference to the existing users, they may choose the
same channels in the same time slot independently,
and thus co-channel interference may be introduced.
In ETMAC, we allow multiple new SUs to share the
same channels as long as their respective Signal-to-
Interference-and- Noise-Ratio (SINR) is acceptable.
This may be achieved by ETMAC, which converges
very fast [21].

The channel spatial reuse (1) is defined as the
average number of times that a channel is being
used simultaneously. It is defined as follows.

Then

_ Zi\il Zj\le CHone(ia ])
S CHypa(3)

In Fig. 4 shows that original channel spatial reuse
is 1.0 for two existing SUs that use two different
channels. Then, four new SUs want to create com-
munication. The ETMAC with the energy efficient
and high throughput spectrum access and resource
allocation scheme will increased the channel spatial
reuse from 1.0 to 1.5.

6]

Existing SU, New SU (k, 1, m, n)

¥ A\
EDMAC

Fig. 4. The channel spatial reuse example of ETMAC in multichannel
CRAHNS.

IV. PERFORMANCE ANALYSIS FOR THE
SATURATION NETWORK

An interference model for one PU and mul-
tiple SUs under a primary signal-to-interference-
plus-noise (SINR) constraint is proposed [17]. The



desired signal (transmitted by PUsg,4, and received constraint, the SUs will be silent.

by PU,.,) and the interference signal (transmitted Prq; represents the probability that a PU sender
by SU,,q4, and intended for SU,.,) are subject to is not able to transmit data packets because of
Rayleigh fading and path loss. The interference poor channel quality, even in the absence of SUs.
control scheme considered for dynamic spectrum Py, represents the probability that a PU sender
access allows PU and SUs to share the same band, can transmit data packets and coexist with SUs to
provided that the SINR required by the PU (denoted share a channel. P, represents the probability that
STN Ry,) is attained. The arrival traffic rates of the a PU can use the channel and cannot share it with
PU and SUs are assumed to be Poisson processes SUs [17].

denoted by Ap and \g, respectively. The departure

trafﬁc rate of the PUS and SUs are modeled with Ppait = Prob(SINRpy, v jororoo < SINRy)  (2)
Poisson processes with rates of pp and pg, respec-
tively.

Pihare = Prob(SINRpy > SIN Ry,) 3)

Psue =1 — Pspare = Prob(SINRpy < SINRy,) (4)

In Fig. 5, continuous-time Markov Chain models
a ETMAC system containing multiple PUs and
SUs [22]. ETMAC assumes that each PU channel
is independent, and that the PU channels do not
overlap. The different states are as follows.

« (PUy, SUy): There are no transmissions by any
PUs or SUs. The number of PUs and SUs is 0.

e (PUy,SU;): Only the SUs are transmitting.
The numbers of PUs and SUs are 0 and j,
respectively.

« (PU;,SUj): Only the PUs are transmitting.
The numbers of PUs and SUs are i and O,
respectively.

« (PU;,SU,): The numbers of PUs and SUs are
1 and j, respectively. The PUs and SUs can
coexist to share the channel.

The analysis of the ETMAC system illustrated in

Fig. 5 consists of the following equation systems.

( 7T0’0_|_..._|_770’m_|_..._|_7Tn70_|_..._¢_ﬂ-n,m:1
Lol + o1 ths = To,0(Ap + As)
T j—1As + Mo j1/bs = o1
7T0,m—1)\s = To,m®2

Fig. 5. Markov chain modeling interference control with multiple ﬂ-iflyo)‘l) + i 1,0Hp + T, 1 s + )‘pPSucﬁl = Ti,0003

PUs and multiple SUs Wifl,jApPshare + ﬂ-i,jfl%)\s + T grfhs = T 500

. 7Ti71,m)\pPshare + T3, m—1 %)\s = T;m0Q2

The PU can transmit data packets when its SINR Tn-2.0Ap + Tnotlp + Tn1.1ps + ApPrsucB2 = Tn_1005

is greater than STN R;,. Otherwise, the SUs may Tn—2jAp Pshare + anl,jfli)\s + Tn1ji1fls = Tn1,;0
transmit data packets on this band if this constraint Tn—2.mAp Pshare + Wn—l,m—l%)\s = Mp_1mQ7

cannot be satisfied. In addition, PUs and SUs can Tn-1.0Np + ApPaucBs = T oty

coexist if the primary SINR is greater than STN Ryy,. i=1,---,n—2

Finally, if a PU is able to transmit, and coexistence (j=1,-,m—1

with an SU is not possible because of the SINR &)



with

Bi =11+ Ticim
Bo=Tp_o1+ -+ Tpn_om
ﬁ3 = Tn-1,1 + - Tp—1,m

ayp = Appshare + )\pPsuc + ps + )\s
Qg = )\pPshare + /\p‘Psuc + s

a3 = fup + Ap + 5

Q4 = )\pPshm‘e + /\pPsuc + s + %
a5 = iy + A+ 1A,

Qg = )\pPsuc + s + %)\s

Q7 = Appsuc + s

The first equation in Eq. (5) represents
the  normalization  equation  that  should
satisfy a Markov Chain. The ten others
represent the flow balance at each state,
with  the T(3,5) > (Za ]) < {(07 0)7 R (na m)}
being the steady probabilities of states
(PUy, SUy), -+, (PU,, SUy,).

Denoting by

the previous

™= [W(o,o),"' y TO,m)y 5y T(n,0)s * " " s

the row vector with elements 7; ;),
equations system can be re-written as:

Xr=Y, 7

with Y = (1,0,--- ,0)T. Matrix X is defined in
Eq. (9).
Hence,

T=X"1Y (8)

The entries in each row of the matrix X in Eq.
(5) represent the probabilities for the various kinds
of the numbers of PUs and SUs. Such a square array
is called the matrix of transition probabilities,or the
transition matrix. The probabilities 7(; ;) are called
transition probabilities. The process can remain in
the state it is in, and this occurs with probability
T(i5)- An initial probability distribution, defined on
m, specifies the starting state. Usually this is done
by specifying a particular state as the starting state.

A performance analysis of the IEEE 802.11 DCF
in wireless LAN is proposed in [23]. The saturation
throughput by analyzing the licensed data channels
has derived in [9] and the normalized saturation
throughput by analyzing the licensed data channels
has derived in [18].
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The previous analytical throughput method in
[23] for an IEEE 802.11-based network cannot
be directly adopted because IEEE 802.11-based
CRAHNs in beacon interval-based transmission
mode owing to the periodic spectrum sensing [24].

A. Normalized Throughput Analysis

Suppose that each node can only try once time
to send packet in each beacon interval. If collision
happens due to multiple packets transmitted, then
the SUgenger must go into next beacon interval to
create connection.

For n licensed data channels, the probability that
there will be ¢ vacant PU channels is

Pye(i) =Y 76y =) 1=y (10)
j=1

Let ~ is defined as the channel utilization under
PU ON and OFF states for all licensed channels. We
assumed that all the licensed channels had the same
channel utilization. The average number of vacant
channels that can be used by SUs can be derived by

n

ZZMU = ZiPVC(i)

=1 j=1 =1

n
E /l Z n

=1

CHvacant
(11)
=n(l-17)

T __

The probability that a transmitted packet collides
by p. The probability 7 that a given SU transmits in
a randomly selected slot time. In the stationary state,
each station transmits a packet with probability 7.
Let P, be the probability that there is at least one
transmission in the considered slot time. Further,
let P be the probability that a transmission occur-
ring on the channel is successful is given by the
probability that exactly one station transmit on the
channel. Let p;ge, Psuce, and peoy as the probability
that the channel is idle , the probability that a
node successfully transmits an R7T'S packet, and
the probability that the collision occurs, respectively
[22].

For ETMAC, each SU has two transceiver.
Now we are able to express the average time
that is required for the successful handshakes of
RTS/CTS/RCA of ETMAC, which can be de-
rived as follows:



11

[ 1 1 1 1 1 1 1
-y s 0 0 0 0 0
0 0 —As  —Q1 s 0 0
0 0 0 0 0 As  —Q
0 0 0 0 0 0
PS'ILCCTS PCO TC
E[T] = * Teoll (12)
PSUCC
P,.PT,+ P,(1— P,)T,
_ 1 + Py, ( ) (13)

PsPt’r

Let 7T and T, be the average time in the ETMAC
access scheme in which the channel is sensed busy
because of a successful transmission or a collision,
and T}4. be the average time for idle state. For the
ETMAC access scheme, we obtain:

T, = (RTS +CTS + RCA)/Rcontrol

42 x STFS + DIFS (14)

RTS

control

T, = + DIFS

15)

where RT'S is the time spent by sending a RTS
packet, C'T'S is the time spent by sending a CTS
packet, RC'A is the time spent by sending a RCA
packet, SIF'S is the time interval of short inter-
frame space (SIFS), and DIF'S is the time interval
DCF inter-frame space (DIFS).

CCC saturation problems occur when using a
dedicated CCC [25], and the collision between
packets will become more critical. Then the con-
tending node of SUs will be into “backoff stage.”
From the aforementioned equations, we infer that
T, Ds -Ptra Ps’ Pidle» Psucca Pcoll and E[T] will be
affected by Wj. This often degrades the following
normalized throughput.

The normalized throughput under overload con-
dition of the multichannel CRAHNs. In CRAHNS,
PUs use licensed channels dynamically; the licensed
channels used by SUs are alternated between ON
and OFF states.

1 11 1 11 1]
1ty 0 0 0 0 0 0
0 0 0 0

0 0 0 0 0 0 0
0 0 A MNPy oo 0 MNPy —p

KO

For n licensed data channels, the probability that
there will be ¢ vacant PU channels is

Pre(i) = map = () (1 =7)"""  (16)
j=1
Let ~ is defined as the channel utilization under

PU ON and OFF states for all licensed channels.
We assumed that all the licensed channels had the
same channel utilization.

The average number of vacant channels that can
be used by SUs can be derived by

ZZMU = ZiPVC(i)

=1 j5=1 =1
n
:E 2 z n

The normalized throughput of the multichannel
CRAHNSs (¢ (with n licensed data channels, and one
control channel) is defined as follows:

CHvacant
(17)
n(l—7)

T __

anataE[CHvacant] E [T]
(anata + Rcontrol) (E[T] + nTsensing)

where R, 1S the data rate of a licensed chan-
nel, R..nro 18 the data rate of a control channel,
Tsensing 18 the minislot time units in sensing win-
dow, E[CH ygeant) is the average number of vacant
channels, and E[T] is the average MAC time slots
that is required for the successful handshakes of
RTS/CTS/RCA of ETMAC.

(= (18)

B. Energy Consumption Analysis

In IEEE 802.11 PSM, each node will be stay
in wake mode or go into sleep mode. Each node



in wake mode performs the back-off mechanism
of IEEE 802.11 DCF to transmit its power-save
poll frame. Therfefore, the computations of energy
consumption will consider three cases that are en-
ergy consumption for idling, energy consumption of
successful transmission , and energy consumption
of collision [24]. In this paper, we focus on that
the energy consumption of creation process of any
SUs pairs communication. Therefore, we only con-
sider that the energy consumption during a period
of the successful transmission (Fg,..) and energy
consumption during a period of the collision (£,.;).
In addition, we assume that all SUs are always
power on in our simulation.

o Energy consumption during a period of the
successful transmission Fg,.. : When only one
SU is transmitting in CRAHNS, the transmis-
sion is successfully performed. During this
transmission period, the SU,q energy con-
sumes only the transmission power PW;, and
the reception power PW,, for transmitting
RTS/CTS/RCA frames and receiving the
data frame, respectively. Therefore, FE,.. is
computed as follows.

Esucc = TsensingPWsensing + TrtsPWrts+

TctsPWcts + TrcaPWrca + TdataPWdam
(19)

o Energy consumption during a period of col-
lision E.,;: When two or more SUs transmit
their ETMAC control frames simultaneously,
collisions occur. During this period, the trans-
mitting nodes consume the transmission power
to transmit the ETMAC control frames. Hence,
E.o 1s given as follows.

Ecoll = TsensingPWsensing + TTtSPWTtS (20)

where Egepging 1s the PU channel sensing energy
consumption for SU in the sensing minislot window
to a licensed channel, T,sing 1S the sensing time
slots for SU in the sensing minislot window to
a licensed channel. F,4. is the idle state energy
consumption for SU in the contention window, 7.
is the idle state delay for SU in the contention
window. Eys, Eos, E,c, are the energy consumption
for SU of MAC contention window to a licensed
channel in the RTS field, CTS field and RCA
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field, respectively. T}.ss, 1.5, Trcq are the contention
time slots for SU of MAC contention window to a
licensed channel in the RTS field, the CTS field, the
RCA field, respectively.

We now derive the average consumed power of
ETMAC in CRAHNs (denoted by FE[P]) as the
ratio of the average amount of energy consumption
for idle, successful transmission, and collision cases
during a slot time to the average time duration of
a slot time. Therefore, E[P] can be computed as
follows.

o PtrPsEsucc + Ptr(l -
B E[T]

Ps>Ecoll

E[P] (2D

C. Outage Probability

Outage probability Probgyiq4e: the outage proba-
bility for PU due to the sensing error for SU to a
licensed channel in the sensing minislot window.
The ETMAC and CBMAC will keep the inter-
ference caused by PUs within a tolerable range.
Therefore, we will not discuss the outage probability
due to the interference to PUs, we discuss the outage
probability due to sensing error to PUs. For the
sensing error has two cases. One is that PU is
ON state and SU is take it as OFF in the sensing
window. Another is that PU is OFF state and SU is
take it as ON. In first case, the PU will be interfered
by SU. In the second case, the system throughput
will be decreased. Here, we focus on first case.

The outage probability of the multichannel
CRAHNS P, tq4e 1s redefined as follows:

CON N_pror
CON Ny

where CONN,,,,, is the total number of con-
nections for sensing error to a licensed channel,

CON Ny, is the total numbers of connection that
are created in the simulation time.

Poutage = (22)

D. MAC Delay

MAC delay per beacon interval T};q,: the MAC
delay per beacon interval that is required for the
sensing minislot window and the successful hand-
shakes of RT'S/CTS/RCA of ETMAC. The MAC
delay per beacon interval of attempting a handshake
the multichannel CRAHNSs is defined as follows:

Tdelay = E[T] + nTsensing (23)



V. PERFORMANCE EVALUATION

In this section, we present the simulation results
for the performance evaluation of the protocol. The
simulation is based on event-driven programming,
and implemented in the C' programming language.
The main different scenario between ETMAC and
CBMAC is the traffic scenario. In the multihop sce-
nario of CBMAC generate only two traffic streams
that diagonally cross the network. In ETMAC, the
traffic is assumed to be uniformly distributed among
all nodes with various overall loads (or erlangs, the
ratio of the arrival rate to the departure rate). There-
fore, we compare ETMAC’s performance with the
CBMAC scheme, in which channels are assigned to
a connection on demand.

The cognitive radio ad hoc network is simulated
by placing 400 nodes randomly within a bounded
region of 1200 x 1200 m?. It is assumed that nodes
will be continuously powered on. Before the trans-
mission range is adjusted for each node, the control
message transmission range for SUs is fixed at 250
m; each simulation runs for 20,000 seconds. The
transmission range for PUs is fixed at 300 m. There
are four PUs, placed at (300, 300), (900, 300), (300,
900),and (900, 900). There are four data channels.
Each PU has its own channel and not overlap in
the transmission range. The transmission rates for
each data channel is 2 Mbps and the transmission
rate for control channel is 1 Mbps. The sizes of
RTS, CTS, and RCA are given as 125, 125, and
21 bytes, respectively. The energy consumption of
sensing is given as 0.1. The energy consumption
of transmission, and receiving for RTS, CTS, and
RCA control frames are given as 1.35, and 0.9
W, respectively. The state of a channel alternates
between the PU ON state where a PU is busy on the
channel and the PU OFF state where the channel is
idle for a PU. The PU ON duration of each channel
are exponentially distributed with mean 300 sec. We
do not consider mobility in this paper, and all nodes
are assumed to be stationary to eliminate the effects
of broken routes caused by mobility.

Each of our simulation results is the average of
10 randomly generated network topologies, each
with a different seed. All reported results were
averaged over 10 seeds. Furthermore, to generate
a more uniform topology, we divided the topology
into 100 regions and randomly dispersed the 400
SUs in the regions. This prevented the network
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from becoming disconnected when N (the average
number of neighbors) was small. The distances
between the source node and the destination node
were also uniformly distributed. That is, we ensured
that there were roughly equal numbers of short,
medium, and long connections.

The arrival rate is the number of newly arriving
connections per second. The departure rate is the
number of terminated connections per second, and
is also the inverse of the average lifetime of a
connection. To obtain the desired traffic load, the
departure rate was fixed at 0.05 and the arrival rate
was 1, 2, 4, 8, and 16. Therefore, when the arrival
rate was 16, the overall load was 320, indicating that
there were 320 active connections in the network,
on average. For a given traffic load (arrival rate),
we first determine when a new connection request
should arrive. Subsequently, its source and destina-
tion are determined independently from the uniform
distributions. Therefore, the number of connection
requests depends on the load, but not on the number
of nodes.

Fig. 6 shows the channel spatial reuse index 7
for ETMAC and CBMAC versus the arrival rate for
a channel in multichannel CRAHNs. For ETMAC,
the channel spatial reuse index 7 can be higher than
1.0 because channels are reused if no interference
problems can occur. ETMAC produces the highest
channel spatial reuse at arrival rate = 16, because the
system achieves the saturation. CBMAC produces
the highest channel spatial reuse at arrival rate = 8,
because the system achieves the saturation. When
the arrival rate is larger than 16, then the channel
reuse OF ETMAC is diminished. We observe that
the channel spatial reuse of ETMAC ranged from
1.41 to 3.20 (PU sensing error = 10 %) for different
arrival rate on a channel (for two channel active of
PU ON). For CBMAC, the channel spatial reuse
ranged from 1.40 to 2.20 (PU sensing error = 10 %)
for different arrival rate on a channel (for two chan-
nel active of PU ON). The maximum improvements
of channel spatial reuse for ETMAC compared to
CBMAC is 45.5 %. For ETMAC, as the PU sensing
error increases, the channel spatial reuse decreases.

Fig. 7 shows the normalized throughput index (
for ETMAC and CBMAC versus the arrival rate for
a channel in multichannel CRAHNs. We observe
that the normalized throughput of ETMAC ranged
from 1.00 to 2.75 (PU sensing error = 10 %) for
different arrival rates on a channel (for two channel
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Fig. 6. The comparision of channel spatial reuse of ETMAC and
CBMAC versus arrival rate a channel in multichannel CRAHNSs.

active of PU ON). For CBMAC, the normalized
throughput ranged from 0.49 to 1.34 (PU sensing
error = 10 %) for different arrival rates on a channel
(for two channel active of PU ON). The normalized
throughput improvements for ETMAC compared to
CBMAC raged from 104.1 % to 105.2 %. For
ETMAC, as the PU sensing error increases, the
normalized throughput decreases, but the required
arrival rate on a channel increases to achieve the
maximum normalized throughput.

In this paper, the normalized throughput of ET-
MAC is defined in Eq. (18) and the channel spatial
reuse is included in the numerator of Eq. (18). From
Fig. 6, the channel spatial reuse is higher than 1.0.
Hence, the maximum normalized throughput is also
greater than 1.0.
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Fig. 7. The comparision of normalized throughput of ETMAC and
CBMAC versus arrival rate on a channel in multichannel CRAHNSs.

Fig. 8 shows the influence that PU sensing error
has on the PU outage probability. In CBMAC,
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interference to a PU is avoided by suitable length of
beacon interval. For ETMAC, interference to a PU
is also avoided by shorter length of beacon interval
than CBMAC, which will reduce the probability of
an outage because of the PU sensing error. Despite
reductions in channel spatial reuse and throughput
in this method, ETMAC still provides higher spatial
channel reuse and normalized throughput by the
dynamic and shorter length of beacon interval than
CBMAC. Fig. 8, shows that the outage probability
of ETMAC ranges from 0.76 % to 0.32 % (PU
sensing error = 10 %) for different arrival rates on
a channel (for two channel active of PU ON). For
CBMAC, the outage probability of CBMAC ranges
from 0.77 % to 0.37 % (PU sensing error = 10
%) for different arrival rates on a channel (for two
channel active of PU ON). The outage probability
due to PU sensing error improvement provided by
ETMAC compared to CBMAC ranged from 1.3 %
to 13.5 %. In ETMAC, as the PU sensing error
increases, the outage probability increases. From
the simulation results, we see that the number of
PU outage of ETMAC is larger than CBMAC,
but the number of connections of ETMAC is also
larger than CBMAC. From the definition of PU
outage probability, the ETMAC has less PU outage
probability than CBMAC.
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X~ CBMAC PU Sensing Error=0%

—+&— ETMAC PU Sensing Error=10%

+ - CBMAC PU Sensing Error=10%

$— ETMAC PU Sensing Error=20%

CBMAC PU Sensing Error=20%

0.012 [

I3
S

—*— ETMAC PU Sensing Error=30%
* #* - CBMACPU Sensing Error=30%

0008 f N

+E

0.006

PU outage probability
=+

0.004 - Y

0.002 -

124 8 16 32 64
Arrival rate

Fig. 8. The comparision of PU outage probability for PU sensing
error of ETMAC and CBMAC versus arrival rate on a channel in
multichannel CRAHNS.

Fig. 9 shows the MAC delay per beacon interval
of SU for ETMAC and CBMAC versus the arrival
rate for a channel in multichannel CRAHNs. We
observe that the MAC delay per beacon interval
of ETMAC ranged from 9.25 to 14.25 slots (PU
sensing error = 10 %) for different arrival rates



on a channel (for two channel active of PU ON).
For CBMAC, the MAC delay per beacon interval
ranged from 15.58 to 28.09 slots (PU sensing error
= 10 %) for different arrival rates on a channel (for
two channel active of PU ON). The MAC delay
per beacon interval improvements for ETMAC com-
pared to CBMAC raged from 40.6 % to 49.3 %.
For ETMAC, as the PU sensing error increases, the
MAC delay per beacon interval increases.
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Fig. 9. The comparision of MAC delay per beacon interval of SU of
ETMAC and CBMAC versus arrival rate on a channel in multichannel
CRAHN:E.

Fig. 10 shows the energy consumption per beacon
interval of SU for ETMAC and CBMAC versus the
arrival rate for a channel in multichannel CRAHN:Ss.
We observe that the energy consumption per beacon
interval of ETMAC ranged from 23.51 to 36.34 W
(PU sensing error = 10 %) for different arrival rates
on a channel (for two channel active of PU ON).
For CBMAC, the energy consumption per beacon
interval ranged from 29.09 to 46.96 W (PU sensing
error = 10 %) for different arrival rates on a channel
(for two channel active of PU ON). The energy
consumption per beacon interval improvements for
ETMAC compared to CBMAC raged from 19.2
% to 22.6 %. For ETMAC, as the PU sensing
error increases, the energy consumption per beacon
interval increases.

In CBMAC, SU sender transmits a data packet
using the fixed power, which is equal to the max-
imum allowable transmission power, and the inter-
ference to a PU is avoided by enabling SUs in the
transmission range of the PU to notify the commu-
nication pairs that may interfere with the PU. For
ETMAC, the SU in the transmission range will also
inform the one-hop neighbors, which will reduce
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Fig. 10. The comparision of energy consumption per beacon interval
of SU of ETMAC and CBMAC versus arrival rate on a channel in
multichannel CRAHNS.

the probability of an outage, and the SUs having
data packets first selects the data channels according
to the channel’s sensing probability of success and
then it transmits the packets with the optimum trans-
mission power. Therefore, ETMAC provides higher
spatial channel reuse and normalized throughput by
determining power control according to estimated
distance, and also provides the lower PU outage
probability.

VI. CONCLUSION

We have proposed an energy efficient and high
throughput MAC protocol based on opportunistic
sensing for multichannel CRAHNs. We showed
that a dynamic contention window results in sig-
nificant improvements to energy efficient and high
throughput. The proposed method, referred to as
the energy efficient and high throughput MAC
(ETMAC) protocol in multichannel CRAHNSs, will
save energy and reduce MAC delay by dynamic
contention window. In a ETMAC, energy saving and
delay deducing is more than CBMAC by dynamic
contention window to save more idle slots. The
proposed ETMAC scheme effectively saves not only
the SUs energy but also reduces the MAC delay
between SUs. Therefore, the ETMAC provides for
higher spatial channel reuse, normalized throughput,
and lower energy consumption and MAC delay. The
simulation results show that the MAC delay reduced
from 40.6 % to 49.3 % and the energy consumption
reduced from 19.2 % to 22.6 % (for PU sensing
error = 10 %). In addition, the ETMAC saves idle
slots, to obtain improved channel spatial reuse and



normalized throughput. As shown in the simulation
results, channel spatial reuse maximum improved is
45.5 % and normalized throughput improved from
104.1 % to 105.2 % (for PU sensing error = 10 %).
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Neighbor-Aware Distance Estimated MAC Protocol
for Multichannel Cognitive Radio Ad Hoc Networks

Chien-Min Wu
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Abstract—Cognitive radio (CR) is a promising method suitable
for solving inefficiency spectrum policy by opportunistically
identifying the vacant portions of the spectrum that are used
by primary users (PUs). In cognitive radio ad hoc networks
(CRAHNSs), secondary users (SUs) can opportunistically utilize
the spectrum that is available from PUs. In this paper, we
propose a neighbor-aware distance estimated medium access
control (NMAC) protocol for CRAHNs to mitigate the hidden
and exposed terminal problems of multichannel CRAHNs. In
this study, transmitter power control is based on the neighbor-
aware estimated distance between SU communication pairs; this
increases throughput, and reduces PU outage probability. We
also compare our proposed scheme with existing MAC protocols
for CRAHNs. We show that the NMAC will improve the channel
spatial reuse, the normalized throughput, and reduce PU outage
probability.

Index Terms—cognitive radio ad hoc networks (CRAHNS),
neighbor-aware distance estimated, medium access control
(MAC), hidden terminal, exposed terminal problem.

I. INTRODUCTION

Today’s wireless networks are regulated by a fixed spectrum
assignment policy. According to the Federal Communications
Commission (FCC), the variation range in the utilization of the
assigned spectrum is about 15 % to 85 %, with a high variance
in time. The spectrum is a limited available source. Inefficient
spectrum usage necessitates a new communication technology
to opportunistically exploit the existing wireless spectrum.
This new access method for the wireless spectrum is referred
to as NeXt Generation (xG) Network, as well as Dynamic
Spectrum Access (DSA) and Cognitive Radio Network (CRN)
(11, [21, [3].

In CRNs, secondary users (SUs) can opportunistically uti-
lize the spectrum of primary users (PUs) when it is idle. In
cognitive radio ad hoc networks (CRAHNS), the spectrum can
be divided into several channels. A single-channel can be used
by SUs when there is no interference with other SUs and
no interference between SUs and PUs; this improves network
performance. In multichannel CRAHNS, channels are unre-
liable owing to collisions between SUs and PUs. Therefore,
medium access control (MAC) protocols are quite important
for avoiding collisions between SUs and PUs and avoiding
problems with hidden terminals and exposed terminals.

Chih-Pin Lo
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National Cheng Chung University
Chiayi, 62102, Taiwan, R.O.C.
Email: ggrobingg @gmail.com

Yi-Sheng Huang
Dept. of Electrical Engineering
National Ilan University
Ilan 260, Taiwan, R.O.C.
Email: yshuang @niu.edu.tw

The multichannel MAC protocols are an efficient method
to solve the contention and collision problems among nodes.
Multichannel MAC protocols can efficiently improve sys-
tem throughput, while the maximum throughput of a single-
channel MAC protocol is limited by the channel’s bandwidth.
In addition, multichannel protocols will create fewer propaga-
tion delays per channel than a single-channel [4].

The hard-ware limitations of practical cognitive radios are
considered in [5]. The authors identify two hardware con-
straints of a cognitive radio. One is a sensing constraint,
and the other is a transmission constraint. A decentralized
cognitive MAC (DC-MAC) for opportunistic spectrum access
in ad hoc networks is proposed in [6]. The authors proposed
cognitive MAC protocols that optimize the performance of
SUs and avoid the interference with PUs.

An Opportunistic Spectrum MAC (OS-MAC) for wireless
networks equipped with cognitive radios is proposed in [7].
The OS-MAC can adaptively and dynamically seek and exploit
opportunities in spectrum access along both the time and
frequency dimensions. OS-MAC can efficiently access and
share the spectrum among SUs and PUs. In [8], a novel
cognitive MAC (C-MAC) protocol for distributed multichannel
CRAHNS is proposed. C-MAC operates under multichannels,
and hence is able to efficiently deal with spectrum access
among PUs and SUs.

An efficient cognitive-radio-enabled multichannel MAC
(CREAM-MAC) protocol for wireless networks is proposed in
[9]. In CREAM-MAC, each SU is equipped with a cognitive
radio transceiver and multiple channel sensors; as a result,
collisions among SUs and between SUs and PUs can be
resolved. A MAC protocol for opportunistic spectrum access
(OSA-MAC) in cognitive radio networks is proposed by
[10]. In OSA-MAC, each SU exchange controls information
in a dedicated control channel. OSA-MAC uses the Power
Saving Mechanism (PSM) model from IEEE 802.11 DCF-
based WLANS.

A novel MAC (Novel-MAC) scheme for multichannel
CRAHNS considers the PU signal that may cover only part
of the network. The proposed Novel-MAC scheme adjusts the
sensing priorities of channels at each SU with the PU detection
information of other SUs and also limits the transmission



power of a SU to the maximum allowable power in order
to guarantee the quality of the service requirements of the PU
[11].

A combined-MAC scheme for multichannel CRNSs is pro-
posed. The combined-MAC provided a comprehensive mod-
eling and analytical delay analysis for a multichannel CRNs
with both buffering and switching recovery policies [12].

An energy-efficient distributed multichannel MAC protocol
(MMAC) is proposed for CR networks [13]. MMAC can
achieve energy-efficient communication, and the phases of its
sensing algorithms include a low-power inaccurate scan and a
high-power accurate scan.

In this paper, we propose a neighbor-aware distance es-
timated MAC (NMAC) protocol for CRAHNSs, to enable
primary users (PUs) to efficiently use the available spectrum.
In addition, frequencies reserved for PUs may experience
periodic use and frequent quiet periods; thus, secondary users
(SUs) may utilize these frequencies during these periods. How-
ever, in cases where SUs use PU frequencies, PUs must not
be subjected to performance degradation. These requirements
motivated us to design a Neighbor-Aware Distance Estimated
MAC protocol for CRAHNs to overcome the hidden and
exposed terminal problems in multichannel CRAHNS.

The main goal of this paper is to design a NMAC pro-
tocol in multihop, multichannel CRAHNs. NMAC resolves
multichannel hidden terminal problems for PUs and SUs, as
well as multichannel exposed terminal problems for SUs. The
main contributions of this paper are the design of a multi-
channel MAC protocol for CRAHNs and other performance
metrics for the saturation CRAHNS. In this protocol, requiring
two transceivers per node mitigates the hidden and exposed
terminal problems in multichannel CRAHNS, unlike other
multichannel MAC protocols that only mitigate the hidden
terminal problem.

The remainder of this paper is organized as follows: NMAC
protocols are described in Section 2. Log-distance power-
law path-loss model in ad hoc networks and transmit-power
estimation in NMAC protocol are described in Sections 3,
4, respectively. We evaluate the performance of the proposed
NMAC with some numerical results obtained from a simu-
lation in Section 5. Finally, the paper concludes in Section
6.

II. NEIGHBOR-AWARE DISTANCE ESTIMATED MAC
(NMAC) PROTOCOL

In this section, we introduce the NMAC, which enables op-
portunistic spectrum sharing in CRAHNs. The NMAC enables
significant increases in throughput and reduces the probability
of an outage for PUs. This protocol is designed to protect PUs
from SU interference and resolve the hidden and the exposed
terminal problems for SUs. The time structure used is similar
to the IEEE 802.11 power-saving mode.

A. System Model in Multichannel MAC Protocol CRAHNs

We consider a multichannel environment in CRAHNSs.
There is one control channel and N data channels within the

CRAHNS. It is assumed that SUs will not be disturbed by
PUs in accessing the control channel. The data channels are
licensed to PUs and can be opportunistically used by the SUs.
In the environment under consideration, the PU and SU signals
can have influence not on the entire CRAHN but only on part
of the CRAHN. That is, there exist SUs that cannot detect the
PU activation within the CRAHN and this will create hidden
and exposed terminal problems in CRAHNS. In addition, the
data transmission model is in a multihop environment.

On the other hand, SUs can transmit data traffic with
the controlled power by a NMAC as low as possible to
avoid influencing PUs. In addition, the SU sender should use
minimum power by the NMAC to transmit data traffic to
the SU receiver. This will mitigate the hidden and exposed
terminal problems for SUs. When an SU does not detect the
PU signal on a data channel, the SU is allowed to access the
data channel, irrespective of the sensing results of other SUs.

In the proposed NMAC protocol, each SU is equipped with
two transceivers: one to communicate with the control channel
and one to communicate with data channels.

B. NMAC Protocol in Multichannel CRAHNs

In this section, we propose the use of the NMAC protocol
in multichannel CRAHNs to resolve hidden and exposed
terminal problems. Before describing the NMAC in detail,
we first summarize our assumptions. This protocol uses a
scheme similar to [4] that provides throughput improvements
using N channels, and all channels have the same bandwidth.
None of the channels overlap, thus the packets transmitted on
different channels do not interfere with each other. Nodes have
prior knowledge regarding the number of available channels.
Each node is equipped with two half-duplex transceivers.
The transceiver is capable of switching channels dynamically.
Nodes are synchronized, allowing them to begin their beacon
intervals at the same time.

The time structure is divided into time intervals in
CRAHNS, where each time interval has two phases. Fig. 1
shows the one control channel of the NMAC protocol in
multichannel CRAHN:Ss.

The following section contains detailed descriptions of these
two phases in a NMAC.

o Sensing minislot window phase: Each node sends itself
a beacon control message, using the IEEE 802.11 Timer
Synchronization Function (TSF) to perform the synchro-
nization. This beacon records its local time in the sensing
minislot window and refreshes its time when it receives
a faster beacon time than itself. If a collision occurs
between the beacon messages, the backoff mechanism
is invoked. IEEE 802.11 and previous documents specify
that the SU should change and sense each channel, which
is a misuse of energy. In this study, channel sensing is
performed according to success probability. Therefore,
NMAC will reduce transition time and further decrease
energy consumption.

o Contention window phase: This phase contains the fol-
lowing control messages: RTS (Request-to-send), CTS



(Clear-to-send), PCA (position confirm ACK), CCA
(channel confirm assignment), TRC (transmission range
confirm), data, and ACK (acknowledgement). Each SU
must perform this procedure completely in a control
channel before obtaining a this channel.

C. Contention Window Descriptions

All the fields of the control packet for data channel reser-
vation in a NMAC protocol of multichannel CRAHNs are
descriptions as follows:

e Beacon: Using IEEE 802.11 Timer Synchronization
Function(TSF).

o INT: INT contains the following fields: C'H;q, SUsender»
and PU,.nqer. CH;q denotes the interfered channel to
PU, SUgenger denotes the SUs that sent the interrupt
message, and PUgpq4er denotes the interfered PU.

e RTS: The following fields: C'H;q1, CH;q2, CH;qs,
SUsendera SUreceiver’ NbTIDlz o 7NbTIDn and
Power,,,, were added to the fields in the CTS of
IEEE 802.11. Channels CH;41, CH;4o and C H;43 have
higher priority in the channel status of the SU sender.
SUsender denotes the SU sender, SU,cceiver denotes the
SU receiver, Nbrypi,--- ,Nbrrp, denotes the ID of
the neighbors of SUgepnger, and Power,,q, denotes the
maximum transmission power of the SU sender.

o CTS: The following fields: CH;q, SUsender> SUreceivers
Nbripi,--- ,Nbrip,, Power,., and Power,,,, were
added to the fields in the CTS of IEEE 802.11. CH;q4
denotes the channel selected according to the received
RTS message. Nbripy,--- , Nbrrp, denotes the ID of
the neighbors of SU,ccciver, and Power,., denotes the
receiving power of the SU receiver, and Power,qz
denotes the maximum transmission power of SU sender.

e CAS: CAS contains the following fields: CH,;q,
SUsenders SUreceiver, and Powerg,q. C H;4 denotes the
channel selected by the SU sender, Powers,q denotes
the sending power of the SU sender.

e CAC: CAC contains the following fields: CH,q4,
SUsenders SUreceiver, and Power,.,. CH;; denotes
the channel selected by the SU receiver and Power,.q,
denotes the receiving power of the SU receiver.

e ACK: ACK contains the following fields: CHq,
SUgenders and SUgcceiver. CH;q denotes the channel
selected by the SU sender.

Fig. 1 shows the exchange of control packets and the data
channel reserved during the period from the start of the beacon
interval to the completion of the contention window.

III. LOG-DISTANCE POWER-LAW PATH-LOSS MODEL IN
AD Hoc NETWORKS

In [14], the authors proposed a deterministic propagation
model for wireless networks. In [15], a shadow fading model
for vehicular ad hoc networks is proposed, and a realistic
model takes shadowing effects into account with a reasonable
amount of complexity. A simple log-distance power law is
used to model the path loss that occurs when predicting

Beacon Interval
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Fig. 1. One control channel in NMAC protocol of multichannel CRAHNs

a reliable communication range between a transmitter and
receiver. The log-distance power law path loss model is derived
as follows:

d
PL(d) = PLo + 10nlogo(5-) + X, (1)

where d is the distance between transmitter and receiver,
n is the path loss exponent estimated and X, is zero-mean
Gaussian distributed random variable with standard deviation
o. The PLy is the path loss at a reference distance d in dB,
and is based on either close-in measurements or a free space
assumption from the transmitter to dy.

IV. TRANSMIT-POWER ESTIMATION IN NMAC PROTOCOL

Distributed localization algorithms for SUs in cognitive
radio ad hoc networks are essential for estimating distance.
Neighbor-aware distance estimates rely on the number of
shared communication neighbors and applies geometrical
properties to the network structure. A neighbor-aware ap-
proach provides reliable estimates for the distances between
any two adjacent SUs in CRAHNs [16].

The basic idea of neighbor-aware distance estimation is to
approximately determine the common surface of two over-
lapping communication areas by the ratio of shared to total
neighbors. Knowing the overlapping surface, the distance
between the two communicating SUs can be derived. The
distance can then be used as input for the power estimation
[16].

Fig. 2 shows how to estimate the overlapping surface of the
communication area of two adjacent SUs. The requirements
for the neighbor-aware distance estimation algorithm are that
each SU knows all its neighbors and can communicate with
them.

For SU4, the sector area (the sum of the red-dotted-line
area and blue-solid-line area) of points SUy4, A, and B, is

% 1

Ssy,ap = TR?x — = —R%*0 (2)
2 2

The triangular area (the-red-dotted line area) of points,

SU4, A, andB, is

Asu,AB = 5 * g * 2Rsin€ = %dRsinQ (3)

2 2

DO =



Fig. 2. Estimation of the overlapping surface of the communication area of
two adjacent SUs.

The network structure of two adjacent SUs and their com-
munication area can be mapped to the geometrical shape
of two overlapping circles. The problem of determining the
distance between the adjacent SUs becomes a computation
of the distance between the corresponding circles’ centers.
The surface of the overlapping area OA can be estimated as
follows:

OA =2x%(Ssu,ap — DsuaAB)

4
=2x (%R29— %dRsin g) = R29—dRsing @

d
[ b d
For ASUAAB, COS§ = % = 3R>

therefore 6 = 2 cos™!(5%), and sin § = @,

1
OA =2R? cos_l(%) — §d\/4R2 —d2 6)

From the relations among d, h, and R, the distance between
the two centers can be obtained by d = 2(R — h),

Therefore the overlapping surface OA can be calculated
from an unknown distance between SU,4 and SUp and a
segment height h.

OA =2R%*cos (1 — %) —2(R—h)V2Rh —h2?  (6)

As Eq. (6) depends on h and R, there is no two-dimensional
representation that can be approximated by using regression.
Nevertheless, the following considerations help to solve this
problem. The height i of a segment can be described as a
ratio o of the circle’s radius R, and the segment area OA is
a portion of half the circle’s surface [16]:

OA
2 (N

Here we show that o and 3 are independent of R, with the

result that the relationship between « and /3 can be approxi-

da
; ; 00—z _1_q1_+h
mated using regression. Because cos5 = £ =5 =1— £,

h
a_ﬁvﬁ_

Therefore, h = R(1 — cos g), and we can get

h
a—ﬁ—l—cosi ()
L 0A L, 1 5, .00 1 d . 6
ﬁ—TR —WR (R0 dRsmz)fﬂ(F) Rs1n2) )
So,
1 N o . 0, 1 :
ﬂ—;(ﬂ*?ESmi)—;(972(308581115)—7(9781119)

(10)

From above, we show that o and (5 are independent of R.

In [16], the authors showed that the optimal distance can
be obtained by a third-degree polynomial function.

N N N
dap = R(ax (o PP b ()2 ok () +e) (1)

SUA Nsu, Nsu,

Npa |3 Npa (9 Npa
dpa = R(ax +bhk(——=)"+cx* +e) (12
b = Rlax (22 be (22 on (722 46) (12)

Then the estimated distance d between SU4 and SUp is

1
d=3(da +dpa) (13)

Using regression to determine the polynomials d4p and
dpa and further computations, the coefficients of the above
equation can be estimated as follows:

a=—1.992,b=4.394,c=—4.707, and e = 2.294

V. PERFORMANCE EVALUATION

We compare NMAC’s performance with the MMAC
scheme, in which channels are assigned to a connection on
demand.

The cognitive radio ad hoc network is simulated by placing
400 nodes randomly within a bounded region of 1200 x 1200
m?2. It is assumed that nodes will be continuously powered
on. Before the transmission range is adjusted for each node,
the control message transmission range for SUs is fixed at 250
m; each simulation runs for 20,000 seconds. The transmission
range for PUs is fixed at 300 m. There are four PUs, placed
at (300, 300), (900, 300), (300, 900),and (900, 900). There
are four data channels. Each PU has its own channel and not
overlap in the transmission range. The transmission rates for
each data channel is 2 Mbps and the transmission rate for
control channel is 1 Mbps. The state of a channel alternates
between the PU ON state where a PU is busy on the channel
and the PU OFF state where the channel is idle for a PU. The
PU ON duration of each channel are exponentially distributed
with mean 10, 20, 30, 40, 60, 120, 180, 240, and 300 sec,
respectively. We do not consider mobility in this paper, and
all nodes are assumed to be stationary to eliminate the effects
of broken routes caused by mobility.

Each of our simulation results is the average of 10 randomly
generated network topologies. Furthermore, to generate a more



uniform topology, we divided the topology into 100 regions
and randomly dispersed the 400 SUs in the regions. This
prevented the network from becoming disconnected when N
(the average number of neighbors) was small. The distances
between the source node and the destination node were also
uniformly distributed. That is, we ensured that there were
roughly equal numbers of short, medium, and long connec-
tions.

Traffic is assumed to be uniformly distributed among all
nodes with various overall loads (or erlangs, the ratio of the
arrival rate to the departure rate). The arrival rate is the number
of newly arriving connections per second. The departure rate
is the number of terminated connections per second, and is
also the inverse of the average lifetime of a connection. To
obtain the desired traffic load, the departure rate was fixed at
0.05 and the arrival rate was 16.

We evaluated NMACs performance in CRAHNS, based on
the following metrics:

o Channel spatial reuse index 7: The average number of
times that a channel is being used simultaneously. It is
defined as follows.

M N .
- Zi:l Zj:l CHone(Zaj)
Zf\il CH mul (7’)

o Normalized throughput (: the normalized throughput
under overload condition of the multichannel CRAHNS.
In CRAHNS, PUs use licensed channels dynamically; the
licensed channels used by SUs are alternated between
ON and OFF states. The normalized throughput of the
multichannel CRAHNSs ¢ (with n licensed data channels,
and one control channel) is defined as follows:

(14)

C _ anataE[CHvacant]E[T] (15)
(anata + Rcontral)(E[T} + nTms)

where R4, is the data rate of a licensed channel, R.onirol
is the data rate of a control channel, 7T,,; is the mini-
slot time units in sensing window, E[CH,qcqnt] is the av-
erage number of vacant channels, and E[T] is the aver-
age time that is required for the successful handshakes of
RTS/CTS/CAS/CAC of NMAC.

Fig. 3 shows the channel spatial reuse index 1 for NMAC
and MMAC versus the PU ON duration for a channel in
multichannel CRAHNs. For NMAC, the channel spatial reuse
index n can be higher than 1.0 because channels are reused
if no interference problems can occur. NMAC produces the
highest channel spatial reuse, because it adjusts the transmis-
sion range and reduces the interference range of PUs and SUs.
We observe that the channel spatial reuse of NMAC ranged
from 1.73 to 6.39 for different PU ON durations on a channel
(for two channel active of PU ON). For MMAC, the channel
spatial reuse of NMAC ranged from 1.00 to 3.34 for different
PU ON durations on a channel (for two channel active of
PU ON). The channel spatial reuse improvements for NMAC
compared to MMAC raged from 73.0% to 91.4%. For NMAC,
as the PU ON duration for a channel increases, the channel

spatial reuse increases; as the PU activity ratio increases, the
channel spatial reuse decreases.

T T
—6— NMAC 1 PU Active
NMAC 2 PU Active
7H —— NMAC 3 PU Active o—
—— NMAC 4 PU Active —
O MMAC 1 PU Active _—
6H MMAC 2 PU Active o
O MMAC 3 PU Active _—
% MMAC 4PU Active|

o
T

Channel spatial reuse

w
T

4
x

Qo
X
40

. . .
60 120 180 240 300
PU ON duration on a channel (sec)

Fig. 3. The comparison of channel spatial reuse of NMAC and MMAC versus
PU ON duration on a channel in multichannel CRAHNs.

Fig. 4 shows the normalized throughput index ¢ for NMAC
and MMAC versus the PU ON duration for a channel in multi-
channel CRAHNs. We observe that the normalized throughput
of NMAC ranged from 0.074 to 1.663 for different PU ON
durations on a channel (for two channel active of PU ON).
For MMAC, the normalized throughput ranged from 0.043
to 0.918 for different PU ON durations on a channel (for
two channel active of PU ON). The normalized throughput
improvements for NMAC compared to MMAC raged from
72.1% to 81.2%. For NMAC, as the channel active of PU
ON decreases, the normalized throughput increases, but the
required PU ON durations on a channel increases to achieve
the maximum normalized throughput. From Fig. 3, the channel
spatial reuse is higher than 1.0. Hence, the maximum normal-
ized throughput is also greater than 1.0.
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Fig. 4. The comparison of normalized throughput of NMAC and MMAC
versus PU ON duration on a channel in multichannel CRAHNS.

Fig. 5 shows the influence that PU activation/deactivation
frequency has on the PU outage probability. In MMAC, inter-
ference to a PU is avoided by enabling SUs in the transmission
range of the PU to notify the communication pairs that may
interfere with the PU. For NMAC, the SU in the transmission
range will inform the one-hop neighbors, which will reduce the
probability of an outage. Despite reductions in channel spatial
reuse and throughput in this method, NMAC still provides



higher spatial channel reuse and throughput by determining
power control according to estimated distance. Fig. 5, shows
that the outage probability of NMAC ranges from 13.86% to
1.34% for different PU ON durations on a channel (for two
channel active of PU ON). For MMAC, the outage probability
of MMAC ranges from 45.28% to 4.16% for different PU
ON durations on a channel (for two channel active of PU
ON). The outage probability improvement provided by NMAC
compared to MMAC ranged from 69.4% to 67.8%. In NMAC,
as the PU ON duration on a channel increases, the outage
probability decreases; as the PU activity ratio increases, the
outage probability increases.
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Fig. 5. The comparison of PU outage probability of NMAC and MMAC
versus PU ON duration on a channel in multichannel CRAHNS.

In MMAC, SU sender transmits a data packet using the fixed
power, which is equal to the maximum allowable transmission
power, and the interference to a PU is avoided by enabling
SUs in the transmission range of the PU to notify the com-
munication pairs that may interfere with the PU. For NMAC,
the SU in the transmission range will also inform the one-
hop neighbors, which will reduce the probability of an outage,
and the SUs having data packets first selects the data channels
according to the channel’s sensing probability of success and
then it transmits the packets with the optimum transmission
power. Therefore, NMAC provides higher channel spatial
reuse, the higher normalized throughput by determining power
control according to estimated distance, and also provides the
lower PU outage probability.

VI. CONCLUSION

We showed that a neighbor-aware distance estimation results
in significant improvements to transmission power estimation.
The proposed method, referred to as the neighbor-aware
distance estimated MAC (NMAC) protocol in multichannel
CRAHNS, will mitigate the hidden and exposed terminal prob-
lems for PUs and SUs by estimating neighbor-aware distance
to adjust the transmission range. In a NMAC, by estimating the
distance between SUs and controlling the transmission power
of packets to guarantee the quality of service requirements of
PUs. The proposed NMAC scheme effectively protects not
only the hidden terminal PUs and SUs but also mitigates
the exposed terminal problems between SUs. Therefore, the
NMAC provides for higher spatial channel reuse, normalized

throughput, and lower PU outage probability. The simulation
results show that the outage probability was reduced from
69.4% to 67.8% (for two channels active of PU ON). In
addition, the NMAC determines power control according to
estimated distance, to obtain improved channel spatial reuse
and normalized throughput. As shown in the simulation re-
sults, channel spatial reuse improved from 73.0% to 91.4%
and normalized throughput improved from 72.1% to 81.2%
(for two channels active of PU ON).
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