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: This research mainly proposes quasi-class-2, class-2, and

class-0 ANSI S1.11 1/3-octave

filter bank design based on DCT and DFT modulation
with the advantages of shorter group

delay, lower computational complexity, and lower
matching error of the audiogram.

Compared with Kuo et al.” s parallel class-2 ANSI S1.11
design, the proposed class-2

filterbank method totally has 94.6% reductions of
multiplications per sample, 80.8%

reductions of additions per sample, and 17-ms group delay
only (less than Kuo et al.” s 28-ms

group delay). For class-0 ANSI S1.11 filter bank,
the proposed method would take 145

multiplications per sample, and 409 additions per
sample. These results show that this

research would bring more design concepts and application
on the filterbank design topic of

hearing aids, and the proposed method would be more
suitable for high-level applications of

hearing aids in the future.

: ANSI S1.11, hearing aid, filterbank
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A. Quasi-class-2 / class-2 specification and multi-rate concept
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W) 2. The proposed architecture of 18-band filterbank design.

B. Proposed non-uniform 9-band filterbank design
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W) 4. The design concept of 9-band uniform filterbank structure.
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C. Key component design and matching error calibration technology
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W) 6. Key component design flow for the proposed filterbank.

D. Non-uniform class-0 FFT-based Filterbank Design
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— Analysis result
— Simulation result
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%1
REALIZATION RESULTS OF THE PROPOSED ANALYSIS AND SYNTHESIS FFT-BASED FILTERBANKS

TSMC Technology 1P6M 0.18 um
Maximum and Real-Time Clock Rates 17MHz & 3.32 MHz
Data Buffer (SRAM) 4x1024x32
Memory Window Fun. (ROM) 1024x16
FFT Coeff. (ROM) 512x2x16
Core Area & Power Consumption 1.96mm” & 3.01mW

Gate Count Distribution

m System Controller ® Gain Controller

2048 * 32

22716 |
Register File é

# Memory Controller ® Memory
EMAC = Others

6%

- FFT ‘
T Filterbank
" Control & Muxs

““\d

#) 9 Silicon implementation and gate count distribution

%.2 AF 7 4% 412 classO Filter bank #7i¢ * e % § Snfice? B if % fp4et &)
2HAMEH G E R P RS

Window Rectangular Hamming Hanning Blackman-Harris | Chebyshev
% of 0% 75% 75% 87.5% 87.5%
Overlap-add (M=1) (M=4) (M=4) (M=8) (M=8)
Spectrum .
Poor Fair Good Good Best
Energy
Spectral
Leakage PNSR 16.7 34.1 53.5 62.1 67.7
(dB)

€ Matching error gt g g i %

Wei % 4 #74% I ef7 7 [14-16] % 42 y5 www.earinfo.com e =k #7 3% i chaudiogram:g 7 &
Bt FRlE o Bt o AR BB ARG B FHCE T o AR Weik 4
BATH A [16]#7# * H B Audiogram Examples: (7 vt $io Fu 4 He BI Bl 7 fe g % £ 39771 o
353 & B AP A ) el B e i I 8k 22 audiogram #T g fhd S ep R 1
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£ 3 $ ™ chmatching error o d > FFT-basedijg 4 % 2 79f & 247 & 5 10(Hz/sample) > & =& ¥
¥ '33}7?-“' B4 & gE(Frequency Bin) s & i enfg 4 7 fie » B ™ fe i 42 Bl 4o W10%7 7+ -
- B4V AR 2T fe 2 B ? & 478 (Audiogram Example A~B) 11 KT ETF /L 2

Bt TRELE P IE BAES %“Lr% 2 E ) T8 S BERAEY > 3 5 FFT-basedip it &
EE R IHEHE T e KA 2 B AL E o ) ”r;? BEE »J~ L S S
FAE AFAE N TRELZ S TRFLE MRS EBRA T J‘ﬁ“m"‘ w5 R &
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B VRSB E A RS R AR T e (T o B LT
einAzds o 2P T 0y enFFT-basedip ik B o™ 7 7 & M ehT feif £ o

% .3 & e ® 2 a1 matching error vt #i

i Maximum matching error (dB)
Type of filterbanks
Example A Example B
Uniform (direct design) 6.39 5.86
[14] 9.61 3.63
[16] 4.82 2.67
Proposed | (Quasi-class2) 3.50 1.78
Proposed Il (class2) 2.40 1.53
Proposed I11 (class0) 0.046 0.023
( start )
A 1 1
Set the desired ‘0111"':"(: according malc{}i?r:;_; gfrzlgﬁaiin marcﬁ?tt; gfn‘:t]‘i’“(]ain
0 audiogram of location band - | of location band + 1
v

Set the expected maximum
matching error and executed
number of loops

s maximum matching
error positive?

Y
The energy of each band is
multiplied by gain control Find out the band location of
factor, and synthesize whole maximum matching error
spectrum back

cck the expextéd
number of loops > the
xpected value?

matching error < the
xpected value?

( OVer

B 10 Calibration flow of minimum matching error for audiogram

Yes
) Increase the expected

maximum matching error and
reset the number of loops
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Il. COMPARISON RESULTS
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Wi BB b 2 EE BRI >
FA R R g A g
FAREOT Liu & 4 [13]dmkt 2 % AP maRizEy
5 3 (4o Kuo ¥ 4 [7])erg ek

“ﬁ%”x i % B classO sde » 1212 & B U AR s R vh m’fig% 25

2Ll B ook
-t -NPE

FERY cnak 2 38

T o ¥-3q

LR E E A

€ 5 1254 »
Pbﬁi“ v A F zm;f.iixhix/_lml’“{g ; 22 Liu ®
FHE 7T E K 25%° ;‘%«‘i
137 i class2 z_ & & i# (Proposed-1) »

» 24P ardk A1 ey B2 (Proposed-1HT)
5 et & o 1%

A

AR I A R FE R PRI dopt - KA R AT AR R S B R
T 7 o
%4 LfEp B2 R
Method [7] [7] [12] [13] Proposed-I Proposed-I1 Proposed-111
Sampling rate 24 kHz 24 kHz 24 kHz 24 kHz 24 kHz 24 kHz 20.48 kHz
Number of Bands 18 18 18 18 18 18 18
Level Class2 Class2 | Quasi-class2 | Quasi-class2 | Quasi-class2 Class2 Class0
Structure Multi-rate | Parallel Parallel Multi-rate Multi-rate Multi-rate | Radix2-FFT-FB
Multiplication/sample 140 3270 570 235 72 176 145
Addition/sample 278 6545 unlisted 495 518 1254 409
# of Coeff. 91 3270 unlisted 506 106 165 1536
Multi-rate Stage 6 N/A N/A 3 2 2 N/A
Maximum Group Delay 78 ms 28 ms 9.8 ms 10 ms 12.56 ms 17 ms 100 ms
Group Delay Mismatch Yes Yes Yes Yes No No No
V. %3
Wit S FICE I - Mgt B e

AP RTAMUFREEE L1 FPRERFPGAS Z
N R A F IR o R AP e %Y ""'%55? g, K
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WEEEAME
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ABSTRACT

This paper proposes a novel sliding discrete Fourier transform (DFT) algorithm and
architecture design for efficient computation of time-frequency spectrum information.
Since the sliding process is handled sample by sample, the spectral bin output data rate
can be same as the input data rate. Under the conditions of M-sample real input sequence
(M=256) and N-point recursive DFT computation (N=64), the advantages of the pro-
posed method are summarized as follows: 1) Proposed-I requires less computational
complexity than Krzysztof Duda’s method. The number of multiplication operations of
the proposed algorithm is 44,864 and achieves an 80.35% reduction. In addition, 54.91%
of addition operations are reduced. 2) For computing each frequency bin, Proposed-I
only requires 4addition and 2 multiplication operations after the first spectral component
has been finally calculated; 3) Proposed-II utilizes three registers and a re-timing scheme
to effectively shorten and balance the critical path of the proposed design. Moreover, the
number of coefficients is reduced by 75% compared to Krzysztof Duda’s method. For
FPGA implementation, the proposed design can be operated at 43.5 MHz processing rate,
which can easily meet the requirements of real-time applications. Therefore, this ap-
proach is suitable for real-time analysis of time-frequency spectrum in the future.

Key words: Discrete Fourier transform (DFT), Recursive DFT (RDFT), Sliding DFT

(SDFT).

I. INTRODUCTION

In many digital signal processing applications, Dis-
crete Fourier Transform (DFT) is widely employed to
analyze signal power in the frequency domain. To ob-
serve the variety of time-frequency spectrum in detail, a
sliding sinusoidal transform [1], such as sliding DFT
(SDFT) [2, 3, 4], is proposed to offer enough infor-
mation in a short-time domain. Figure 1 demonstrates
the sliding window for 8-point DFTs. The data in Fig. 1
(a) is sampled during a short period, and Fig. 1 (b) dis-
plays the next sliding window after Fig. 1 (a). Due to the

recursive relationship between two subsequent local
transform spectra [2, 3], the recursive DFT can be com-
bined with the sliding unit to implement a SDFT com-
putation. Goerzel’s well-known DFT [5] is useful and
powerful in certain practical frequency bins for dual-
tone multi-frequency signaling (DTMF) recognition ap-
plications. Unlike fast Fourier transform (FFT) [6, 7, 8]
calculations, it uses less computational workload while
fewer frequency bins are required. Recently, various
recursive DFTs (RDFTs) [9-14] have been well devel-
oped. Lai et al. [10, 11, 12] achieved great improvement
in terms of computation cycles and computational com-
plexity. To achieve high performance computation, a
hybrid architecture design of RDFT and radix-2" FFT
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[14] was recently proposed for variable-transform-length
DFT. Krzysztof Duda proposed a powerful mSDFT al-
gorithm using a modulated concept [4] to obtain a guar-
anteed accurate and stable SDFT computation. However,
it requires heavy computational workload per output
sample, i.e. 10 real multiplications and 7 real additions
more than previous works [2, 3]. Based on the experi-
ences of the above works, a low-complexity and
low-cost RDFT is further extended to develop a novel
SDFT algorithm with a comparable accuracy to Jacob-
sen and Lyons’ SDFT [2, 3]. Since SDFT is used in var-
ious signal processing applications, such as for ultrason-
ic range finders [15], ECG noise cancelers [16], and
phase locking schemes [17], a real-time, low-cost and
low-complexity SDFT algorithm has become an essen-
tial issue not only for software realization but also for
hardware implementation.

In this work, we focus on not only reducing the al-
gorithm computational complexity but also reducing the
hardware implementation cost. The proposed algorithm
is derived in detail and then is mapped to a hardware
architecture. By using some basic very-large-scale inte-
gration (VLSI) schemes, a low-cost and high-speed
SDFT hardware accelerator can be efficiently construct-
ed.

The rest of this paper is organized as follows: Sec-
tion II provides a detailed algorithm derivation and then
the system transfer function of the proposed SDFT for-
mula is given. Section III demonstrates the compact ar-
chitecture design of the proposed SDFT, and Section IV
compares various performance metrics of the proposed
method with other approaches. Finally, conclusions are
given in Section V.

Il. PROPOSED ALGORITHM DERIVATION OF
NOVEL SLIDING DFT COMPUTATION

The N-point DFT computation with input (x[n]) and
output (X[k]) sequences is defined as follows:

12 —— — — ‘ .
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Fig. 1 Signal window for two 8-point DFTs: (a) data samples
in the first computation and (b) second computation
samples.

X[k] Z [n]XW{’k,where Wik = e/ N and k=0to N-1.

n=0

(1

The transfer function of the Goertzel DFT [5] is further
derived as a z-transform formula (2) by a recursive dif-
ference equation (3). Notice the recurrent loops of
Goertzel DFT occurs (N+1) times in total, and the input
sequence should be set zero during the (N+1)™ time slot.

_ 1 _ 1—W,\7kz’ )
HG(Z)_I—W/@z’l _I—ZCos(27rk/N)z’1+z*2 @
J’[n]:(Wjﬁxy[n—1]+x[n]), where y[-1]=0 (3)

By following up Jacobsen and Lyons’ approach [2], the
system transfer function of sliding Goertzel DFT [5] can
be defined as (4). Comparing (2) with (4), the major
difference is that the numerator of Hgg(z) is multiplied

by (1-z7).

~ (I—W,Qk)(l—z’N) 4
Hso (= _I—ZCos(Zirk/N)z’1+z’2 @

A previous work [10] had a different difference equation
(5), so the transfer function of Lai et al.’s DFT was de-
rived as (6). Eq. (6) is expressed as (7), where 0, was set
to 2nk/N. To reduce the multiplication of cos(6y), the
coefficients of cos(8y) and 2cos(6y) were shared by using
one real multiplier and a shifter. Compared to Goertzel’s
DFT, the total recurrent times of Lai ef al.’s RDFT only
takes N iterations due to the derivation of (5).

m[n]:W/\j x(m[n—l]+x[n]), where m[-1]=0 (5)

Wk _Z—l
H, (z)= N (6)
1ai(2) 1-2cos(27k/N)z"' +z7°

syl ot

1-2c0s6(6, )z +27 1 (2cos(6’ )- z‘l)
(7

By multiplying the factor (1-z™) into Hy,(2), the system
transfer function of the proposed SDFT, i.e. Hgp.i(z)
yields

H ®)

SLai

|:]SH1(9) cos(6,)—z :|><
(2008(@) z"

(2)=

)

Eq. (8) shows that only two real multiplications are re-
quired for the coefficients of sin(6y) and cos(6y) in the
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proposed SDFT. Compared with Krzysztof Duda’s
mSDFT in [4, Fig. 4], the proposed method has less
computational complexity. From the view of algorithm
derivation, the second order Goertzel’s architecture can
be derived from one-pole SDFT, and then Goertzel’s
DFT takes less computational complexity than one-pole
DFT. Considering the real-valued inputs, only N+2 mul-
tiplications are required for Goertzel’s algorithm. How-
ever, 3N multiplications are required for one-pole DFT
because of the input data being multiplied by a complex
coefficient. Here, we assumed that one complex multi-
plication only require 3 real multiplications. The pro-
posed SDFT based on previous approach [10] has the
advantages of lower complexity, shorter critical path,
and the fewest hardware costs compared with Goertzel
SDFT and one-pole SDFT. In addition, a hard-
ware-sharing scheme can be employed to reduce one
register and one multiplier, while the coefficient of the
term Z™' of denominator in Eq.(8) is relatively similar to
the computation of numerator in Eq.(8) as Fig. 2 shown.

Since this compact structure of recursive DFT was
designed with the advantages of short critical path and
low computational complexity in previous work [10], it
was easily found that a novel sliding DFT algorithm
could be directly derived from (5)-(8) in this work. Dif-
ferent to [2, 3, 4], the twiddle factor, i.e. the complex
multiplication, is divided into a cosine term and a sine
function in this work. Eq.(8) and Fig. 2 shows that the
cosine term of denominator can be shared to that of nu-
merator not only in computation but also in realization.
This is the rationale of the proposed algorithm greatly
reducing the computational complexity compared with
other related SDFT algorithms [2-4]. It should be no-
ticed that the sliding window is processed sam-
ple-by-sample so that the next desired single bin calcu-
lated by using the DFT algorithm of previous work [10]
would take N real multiplications. However, it only re-
quires 2 real multiplications in this work. For the stabil-
ity issue, the proposed method is similar to Goertzel’s
algorithm which has two poles as shown in (4). In gen-
eral, a damping factor », which be applied to be a radius
of r inside the unit circle, can guarantee the stability. The
details have been well discussed in [2, 3].

lll. ARCHITECTURE DESIGN OF THE
PROPOSED NOVEL SDFT

A. Design Concept of Kernel Processing Unit

According to (8), the architecture design of the
proposed sliding recursive DFT algorithm can be easily
mapped into Fig. 2. It can be observed that the critical
path of the proposed algorithm contains (Ty + 4Ta),
where Ty and T, are the time periods of the multiplier
and adder, respectively. After retiming and adding three
registers, Fig. 2 becomes a higher speed SDFT as given
in Fig. 3. The coefficient requirement in this work as

X(k)

Fig. 3 Proposed Low-critical-path SDFT Hardware Design
(Proposed II).

well as previous work [10] can be easily reduced by 50%
due to the symmetric identities of sine and cosine. Since
the input sequence is a real number, the computational
complexity of the proposed SDFT algorithm takes 2 real
multiplications and 4 real additions in total for the cal-
culation of each frequency bin after the first spectral
component is calculated.

B. Overall Hardware Architecture Design

The overall hardware architecture is divided into the
following three main blocks: (1) Control Unit (CU); (2)
Memory Unit (MU); (3) Processing Unit (PU). Figure 4
shows the overall architecture design where the MU is
composed of RAM and ROM. The ROM and RAM are
applied for storing the twiddle factors and implementing
the element of Z™, respectively, as mentioned in Fig. 3.
The input sequence x[n] is fed to the PU for recursive
computation. In general, the proposed hardware acceler-
ator would be integrated with a greater system so it has a
handshaking process using signals, ie. xValid and
XValid, to notify the input/output data is ready. When
the CU receives a signal, it will follow the finite-state-
machine rule to determine the action mode (‘READ’ or
‘WRITE’) of the MU. From the Initial State, MU only
executes the action of “‘WRITE’ until the next state, i.e.
Pre-Read and Write State, is ready for entry. The CU
further controls the relative memories to finish the cor-
responding action modes according to the fed data form
MU. When the CU senses that there is no input data, i.e.
xValid is ‘LOW’ , the coefficient ROM can process the
request of coefficient update. Concurrently, the CU de-
termines if the addressing of coefficient ROM is in-
creased or decreased. Finally, the sliding DFT operation
is finished. The timing diagram of the overall architec-
ture is displayed in Fig. 5.



76 INTERNATIONAL JOURNAL OF ELECTRICAL ENGINEERING, VOL23, NO.2 (2016)
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Fig. 4 Proposed Overall Hardware Architecture Design.
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Fig. 5 Timing Diagram of the Proposed Architecture Design.

C. Reduction Method for Coefficient-ROM Usage

According to (8), 2N word ROM size is required to
store the coefficients for realization of an N-point SDFT
computation. By adopting the symmetric identity of si-
nusoid function, the number of coefficient around the
region of 21, as shown in Fig. 6(a), can be directly
mapped into /4. This means that 2N coefficients
would be reduced by 75%. The cosine and sine coeffi-
cients only change with the index of & for the shifting
time samples and would be pre-loaded into registers for
further use. Figure 6(b) shows the proposed method to
access the desired coefficient. For cosine function, the
solid red line starts from k=0 to k&=N/4, and then turns
back to £=0 according to the dotted red line. Similarly,
the solid blue line begins from A=N/4 to 4/=0, and then
would turn back to A~=N/4 according to the dotted blue
line. This method can be further combined with the
up/down counter to implement the control rule of
memory access. After the counter generates the memory
address, most significant bit can be applied to determine
if the operation of complement of the coefficient is
needed. Then, the proper coefficient would be provided
to the multiplier to calculate the exact result.

D. The Control of Memory Unit

To efficiently reduce area cost, the memory con-
troller for the access of RAM and ROM is designed into
two parts. The first one is RAM controller, and the other
is for ROM.

gLk 050 i
i | = COS(2nk/N)
{ L=—="sIN@rk/N)

-1 0 1 -1 0 1

@ (b)

Fig. 6 Relationships between Coefficients of Sine and Cosine.

(1) RAM controller design:

SDFT computation requires an accumulated circuit
in the first stage to recursively calculate the operation of
(1-Z™). This implies that the input data should be care-
fully stored via the delay element of (Z™). To realize this
delay element and to solve the synchronizing access of
‘READ’ and ‘WRITE’ requests, a direct mapping
method instead of FIFO registers is employed via a
two-port memory. However, this still costs more area
and hardware resources for implementation. Therefore,
we adopt two half-size and single-port memories
(memory #1 and #2) with a small control circuit to
achieve a two-port memory in this work. The behavior
of control circuit has three states, i.e. “initial” state, the
state of “read action for memory#l and write action for
memory#2,” and the state of “write action for memory#l
and read action for memory#2.” The timing diagram is
shown in Fig. 7. In the initial state, the action modes of
these two memories are alternately writing data into
memory until (N-1) clock cycles finished. Then,
memory#1 continues writing and memory#2 changes the
action mode into ‘READ’ for data pre-loading which is
used for the time period of the (N+1)™ clock cycle. This
state is kept executing until the input of SDFT does not
have any more data. An informal high-level pseudo code
as shown in Fig. 8 is carefully described the address
generation rule for memory accesses.

(2) ROM controller design:

For N-point sliding window, the cosine and sine
functions take 2N coefficients. In the hardware imple-
mentation, we can employ the up/down counter and the
symmetric identity of coefficients as mentioned above to
reduce the number of coefficients by 75%. Figure 9
shows the timing diagram of the cosine coefficient.

CLK
} X e Even_Read\[Even_Write|[Even_Read Eveni\’\'rilex
Operation Initial State XOdd_WriicX 0dd_Read XOdd_Wrilcx 0dd_Read
|<— N-1 Cycles —>|

Fig. 7 Timing Diagram of RAM Control Rule.
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#01 | Initial Address_counter = 0;

#02 | if (Address_counter <N)

#03 if (Address_counter is odd)

#04 Odd_memory_state = “Writing”;

#05 Even_memory_state = “Idle”;

#06 Odd memory address = (Address counter )
#07 Even_memory_address = (Odd_memory_address + 1)
#08 else

#09 Odd memory_state = “Idle”;

#10 Even_memory_state = “Writing”;

#11 Odd_memory_address = (Address_counter )/ 2
#12 Even_memory_address = Odd_memory_address;
#13 end

#14 | else

#15 if (Address_counter is odd)

#16 Odd_memory_state = “Writing”;

#17 Even_memory_state = “Reading”;

#18 Odd_memory_address = (Address_counter )/ 2
#19 Even_memory_address = (Odd_memory_address + 1) ;
#20 else

#21 Odd_memory_state = “Reading”;

#22 Even_memory_state =“Writing”;

#23 Odd_memory_address = (Address_counter )
#24 Even_memory_address = Odd_memory_address;
#25 end

#26 | end

Fig. 8 Pseudo Code for RAM Address Mapping.

CLK
Coefficient
Update

Coefficient COS2*pi*k/N) =2yt X

Index of k
Change
ROM Address ROM Address
Increase Decrease

Fig. 9 Timing Diagram of ROM Control Rule.
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While cosine coefficient is under the action mode of
‘READ’ from memory, an up counter can be used to
produce the required memory address while the index of
k is increased with frequency bin changing. Then, the
desired value of the cosine coefficient, cos(2*pi*
(k+1)/N), for the next time period is prepared after fin-
ishing all operations during the time period of the k in-
dex. Due to the symmetric identity of the cosine func-
tion, cos(2*pi*(k+1)/N) can be instead of cos(2*
pi*(k-1)/N) so that the down counter can be applied to
generate the desired memory address. Based on this
scheme, the total size of coefficient ROM is N/2 words.

IV. COMPARISON AND DISCUSSION

In this section, the performance metrics, in terms of
multiplication, addition, and coefficients, are evaluated
in Table 1 for SDFT and FFT-based SDFT algorithms.
Here, we assume that the transform length (N) of DFT is
64, the number of time-domain total sliding samples (M)
is 256, and the input signals are real numbers. Notice
that one complex multiplication requires four real multi-
plications and two additions for the following perfor-

mance evaluation. The results shown in Table 1 (a) il-
lustrate that radix-2-based FFT [8] has a total of 244,992
multiplications and 244,992 additions. However, the
sliding RDFT algorithms such as Jacobsen and Lyons
[2] and the proposed algorithm have much lower com-
putational complexity than FFT-based SDFT computa-
tion. Krzysztof Duda’s algorithm [4], uses 228,352 mul-
tiplications and 207,936 additions for calculating SDFT
coefficients. Compared with the latest SDFT approach,
the numbers of multiplication and addition for the pro-
posed algorithm are, respectively, 44,864 and 93,760
which have 80.35% and 54.91% reduction, respectively.
Table 1 (a) shows the numbers of coefficients and com-
putational cycles of the proposed SDFT algorithm are
comparable to that of [2, 4, 8]. For analyzing the execu-
tion time of the hardware accelerator, the critical path
and computational cycles are both involved. This is the
reason the proposed design has similar performance
while having with less computational operations. In ad-
dition, the number of coefficients for the proposed algo-
rithm is reduced by 75% compared with previous works
[2, 4]. Considering the input data might be a complex
number, Table 1 (b) shows the computational complexi-
ty in detail for the proposed SDFT calculation. The pro-
posed algorithm has the least numbers of multiplication
and addition operations compared to than previous ap-
proaches [2, 4, 8] because of a compact and simplified
recursive kernel design. Compared to [4], the proposed
performs 89,728 multiplications and 228,352 additions
with the reduction of 67.64% and 25.31%, respectively.
If the sliding window (M) is greater than 256, the dif-
ference would be even more statistically significant.
Considering the accuracy issue, the second order
polynomial in the denominator with 2 complex conju-
gate poles will make the system become unstable, while
these poles are located at the outside of unit circle. Re-
cently, the latest approach [18] clearly discusses and
corrects the misconception of Goertzel filter. A detailed
proof of Goertzel filter guaranteed stability is also given
by Richard Lyons, the co-author of sliding DFT issues
[2, 3]. Since the proposed sliding DFT algorithm has the
same denominator, the result of guaranteed stability of
Goertzel algorithm can be applied in this work. Here, we
provide the MSE and SQNR comparisons among the
proposed algorithm, standard one-pole SDFT, and
Goertzel’s SDFT as shown in Fig. 10. By the way,
Krzysztof Duda's algorithm [4] is excluded in this com-
parison because their modulated SDFT (mSDFT) is
more accurate than other algorithms as shown in [4, Fig.
5]. But, it requires heavy computational workload per
output sample, i.e. 10 real multiplications and 7 real ad-
ditions more than previous works [2, 3] and this work.
The fixed-point simulation results given in Fig. 10 were
used to demonstrate how the MSE and SQNR of the
computed coefficients vary with the word lengths.
Some parameters are setting as follows: (1) Input word
length is 16 bits; (2) Coefficient word length is from
16-bit to 24-bit; (3) 10° zero-mean random input testing
patterns are given; (4) DFT Transform length of N is
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Application.
Metrics 2003 [2] 2010 [4] 2014 [8] Proposed I & 11
Multiplication N(3M+4N-3) N(10M+16N-16) (M+N-1)2Nlog,N N(2M+3N-4)
Addition N(4M+7N-4) N(9M+15N-15) (M+N-1)2Nlog,N N(4M+7N-7)
Coefticient 2N 2N N N
Cpt. Cycle (a) N(N+1)+M-1 N*+M-1 Unlisted N2+M-1
Cri. Path (b) 2T+ Ty 2T +2Ty Unlisted T
2T +Ty ™
Cpt. Time (a)*(b) (a)*(b) Unlisted (a)*(b)

Note: Cri. Path = Critical Path; Cpt. Cycle = Computational Cycle.

Table 1 (b) Computational Complexity Comparison for Various N-point DFT and FFT Algorithm Applied for Complex Input Slid-

ing Application.
Metrics 2003 [2] 2010 [4] 2014 [8] Proposed I & 11
- N(6M+8N-8) N(12M+20N-20) (M+N-1)2Nlog,N N(4M+6N-6)
Multiplication
130,560 277,248 244,992 89,728
- N(11M+17N-17) N(13M+23N-23) (M+N-1)2Nlog,N N(10M+16N-16)
Addition
248,768 305,728 244,992 228,352
iy 160 : : : : . .
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Fig. 10 Error Analysis of Various SDFT Algorithms
nal-to-Quantization-Noise Ratio.

setting to 64, iteration loops are chosen to 256, and the
desired bin of & is setting to 3. The results show that the
proposed SDFT has similar performance than Goertzel’s
SDFT.

Table 2 compares hardware cost in terms of multi-
plier-, adder-, multiplexer-, register-, and coefficient-
ROM usage. The results demonstrate that the proposed
design has the lowest cost compared other approaches.
There are only 2 real multipliers, 5 real adders, 69 regis-
ters, and 64 coefficients in the implementation of the
proposed method. Compared with Krzysztof Duda’s [4],
the numbers of multiplier and coefficients are, reduced

with Different Word Length (a) Mean-Square Error; (b) Sig-

by 80% and 50%, respectively. On the other hand, alt-
hough previous work [10] shows the least hardware cost,
it is still not a suitable solution for SDFT computation.
Since it was designed for DFT computation, the compu-
tational complexity of single bin would always take
(N+1) real multiplications. While the sliding window is
shifted sample by sample, the proposed SDFT algorithm
only requires 2 real multiplications / per sample. For
hardware realization, Table 3 shows the detailed FPGA
implementation results. They indicate that the proposed
design, which is implemented by Altera Cyclone IV de-
vice, can operate at 43.5 MHz. This implies that the
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Table 2 Hardware Cost Comparison for Various 64-point DFT and FFT Architecture Designs Applied for Real Input Sliding Appli-

cation.
Metrics 2003 [2] 2009 [10] 2010 [4] 2014 [8] Proposed I Proposed I1
Structure SDFT DFT SDFT FFT SDFT SDFT
Multiplier 5 1 10 768 2 2
Adder 4 8 7 Unlisted 5 5
Register 64+2 6 64+4 Unlisted 64+2 64+5
Coefficient 128 62 128 64 32 32
Table 3 FPGA Implementation Results.
Hardware Block
Hardware Cost (Implemented by Altera Cyclone IV E EP4CE115F29C7)
Controller Unit RDFT Unit Accumulated Unit Memory Unit Total
Combination 65 251 16 2 334
Register 46 128 16 1 191
DSP*! 0 16 0 16
DSP # 0 8 0 0 8
Memory Ram 64*16 bits 1024
Rom 32%24 bits 768

Note: #1: 9-bits Element Simple Multipliers (SMs); #2: 9x9 / 18x18 SMs

Table 4 Synthesis Report of Chip Area and Power by Design

Complier
Combinational area 174,037
But / Inv area 10,209
Noncombinational area 30,267
Macro / Black Box area 534,177
Net Interconnect areca 1,024,338
Total cell area 738,481
Total area 1,762,819
Cell internal power 2.5775 mW
Net Switching power 2.7156 mW
Total dynamic power 5.2931 mW
Cell leakage power 16.5311 uW

proposed design can produce each frequency bins within
the time period of 0.0229 ps. It takes a total of 1.47 ps
for all frequency bins. Under the condition of 1 sound
channel and 48 kHz sampling rate, the real-time specific
requirement is 20.833 ps which is more than that of the
proposed 64-point SDFT hardware accelerator design.
For chip design, the synthesis report of area and power
simulated by Synopsys’ Design Complier is shown in
Table 4. The total area of the proposed SDFT chip is
only 738481, and the total dynamic power of the pro-
posed SDFT chip consumes 5.2931 mW. Overall, the

proposed design would be more suitable for real-time
application of time-frequency spectrum due to its low
complexity.

V. CONCLUSION

In this paper, a low-cost and low-complexity sliding
DFT algorithm 1is developed and designed for
time-frequency spectra calculation. The comparison re-
sults proved that the proposed method has better perfor-
mance in terms of computational complexity, hardware
resource usage and computational speed than other re-
lated approaches. It is more powerful method for future
applications in digital signal processing. Finally, it is
noticed that the hardware cost of the proposed design
totally takes 4 multipliers, 10 adders, and 138 registers
in SDFT implementation, while complex-valued inputs
(i.e. real-part and imaginary-part inputs) are used.
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Low-complexity hopping DFT design based
on a compact recursive structure

W.-H. Juang, S.-C. Lai”, K.-H. Chen, W.-K. Tsai and
C.-H. Luo

A novel hopping discrete Fourier transform (DFT) algorithm and its
architecture design for efficiently computing time—frequency spectra
are presented. Since the sliding process is adopted sample by
sample, the spectral bin output data rate is the same as the input data
rate. Under the conditions of an M-sample complex input sequence
(M =256), and N-point recursive DFT computation (N=64) for time
hop L (L=4), the proposed method has the following advantages: (i)
the computational complexity of Proposed-I requires only four
complex additions and four complex multiplications for each
frequency bin, after the first spectral component has been finally calcu-
lated; (ii) Proposed-II utilises a re-timing scheme to greatly shorten and
balance the critical path; (iii) Proposed-II is less computationally
complex than Wang et al.’s method, as the numbers of multiplication
and addition operations in the proposed algorithm are 768 and 1024,
representing reductions of 50 and 20%, respectively. In addition, the
number of coefficients can be reduced by 50% compared with Park
et al’s method. In the FPGA implementation, the proposed design
can be operated at 47.26 MHz. It is thus more suitable for use with
real-time analytic applications of time—frequency spectra.

Introduction: In many applications of digital signal processing, the dis-
crete Fourier transform (DFT) method plays a key role and has been
widely employed to analyse signal power in the frequency domain.
Several high-efficiency mathematical algorithms have been developed
for fast DFT computation [1, 2]. Recently, the sliding DFT (SDFT)
[3—6] process has applied on a sample-by-sample basis. If the recursive
relationship between two subsequent local transform spectra [4, 5] can
be found, the recursive DFT can be combined with the sliding unit to
implement an SDFT computation. However, these algorithms have to
perform the DFT for all of the time indices, even though the DFT
output only needs to be calculated every L (L>0) samples. The
hopping DFT (HDFT) has thus been proposed to reduce the compu-
tational work-load [7, 8]. The HDFT algorithm computes the DFT by
incorporating the successive DFT outputs with arbitrary-time hop L.
However, an increase in the number of time hops implies that the calcu-
lation complexity and hardware costs also are increased. This is the
major reason why a low-complexity and low-cost novel HDFT algorithm
is developed in the current work.

Lk
WN

or |28 /}@ X

Xn] d[m]

z-N ZL

Z-L

dim] L _I_ %9_» DAA

X ——wj

W’\;Lk z-1

b

Fig. 1 Proposed novel HDFT algorithm (Proposed-I)

a Overall architecture of tHDFT
b L-point UVT

In this Letter, a new DFT algorithm, called recursive HDFT (tHDFT),
is proposed to solve the above problems. The rHDFT not only reduces
the complexity of the algorithm, but also reduces the hardware cost in
implementations. The algorithm is derived in detail in this work, and
is also mapped into a hardware accelerator. By some basic very-large-
scale integration (VLSI) schemes, a low-cost and high-speed rtHDFT
hardware accelerator can be efficiently accomplished.

Algorithm derivation of the proposed HDFT: The N-point DFT compu-
tation with the input (x[n]) and output (X[k]) sequences is defined as
follows:

N-1
X,,[k] = Zx[;, +n] x Wk,
n=0 1
where m=m—N+1, Wy=e?"" andk=0to N — 1.
The transfer function of SDFT [4, 5] is further derived as a z-transform
formula (2). A better expression for the SDFT is described in (3)

1 —zMywk
Hsprr = ﬁ @
X[kl = W x (Xp_1[k] + x[m] — x[m — N1). 3)

For arbitrary-time hops, the HDFT relationship between X,,[k] and X,
_[k] in [7] is derived by recursively substituting X,,[k] into X,,_,[k] L
times in (3). The resulting formula is given by

Xu[k] = W x (Xy—r[K] + DL [K]). “)

The DL [k] is defined as the kth bin of the L-point updating vector trans-
form (UVT) and is expressed as (5)

L—1
DLIKI =) " dlm — n]wy 1",
n=0 (5)

where d[m] = x[m] —x[m — N]and k =0to N — 1.
Equation (5) can be rewritten as (6) and the z-domain transfer function

for the kth bin of the single-bin Dfn [£] filter is derived into (7) by a
recursive difference (8)

DIk} = W x (DK —dim — L1).

m

L (6)
where Dy [k] = Y (dlm — n]Wy ™) Wik,
n=0
1
Hp(2) = I——WJ’\‘,Z*I Q)
m[n] = m[n — 1]W1(§ +§[n],
(®)

where m[—1] = 0 and d[n] = d[n]Wy"™*.
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Fig. 2 Proposed low-critical-path yHDFT design (Proposed-11)

a Hardware architecture design of proposed rHDFT
b Hardware architecture design of proposed UVT

Architecture design of the proposed HDFT: Fig. 1 shows the architec-
ture design of the proposed novel rHDFT algorithm. It can be observed
that the critical path of the proposed algorithm has 37, + 47, where Ty
and 7T are the time periods of the multiplier and adder, respectively.
After using some basic VLSI schemes and re-timing Fig. 1, a higher-
speed tHDFT can be drawn, as shown in Fig. 2. Additionally, (i) the
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word-length of hardware tagged in Fig. 2 and (ii) the coefficients, Wi*
and Wyt*, can be easily shared by 2’s complement due to the symmetric
identities of sine and cosine functions. Since the input sequence is a
complex number, the computational complexity of the proposed
rHDFT would require a total of three complex multiplications and
four complex additions for the calculation of each frequency bin, after
the first spectral component has been well calculated.

Table 1: Computational complexity comparison for various N-point
SDFT and HDFT algorithms applied in this hopping

application
. Proposed-1
Metrics 2004 [5] | 2010 [6] | 2014 [7] | 2015[8]
and -IT
4xMD
Multiplication LxM | (L+2)xM LxM (L+2)xM 3™
Addition 2LxM 2LxM (L+1D)xM | (L+1)xM 4xM
Coefficient 2 AN +2 2L AN+2L -2 4
Cri. Path @) | (L+1, | C+1,L @4, 3)®
L2 L3
(T, T) L) y | &2 @Y oo
M(l)
Cpt. Cycle (b) M 2™
Cpt. Time (a)x(b)

Note: Cri. Path = critical path and Cpt. Cycle = computational cycle.

Results and discussion: With regard to the hopping issue of various
SDFT and HDFT algorithms, the performance metrics in terms of
numbers of multiplications, additions, and coefficients are shown in
Table 1. Here, we assume that the transformation length (N) of DFT
is 64, the time-domain frame size (M) is 256, the number of time
hops (L) is four, and the input signal is a complex number for the kth
bin of the single-bin. The results show that an SDFT-based HDFT algor-
ithm such as Duda’s [6] is more accurate than Jacobsen and Lyons’ [4,
5] algorithms, but Duda’s method has greater computational complexity
and requires 1536 multiplications and 2048 additions, for the HDFT
computation. On the other hand, Park and Ko’s [7] HDFT requires a
total of 1024 multiplications and 1280 additions. Compared with the
latest HDFT approach [8], the number of multiplications and additions
for the proposed algorithm is 768 and 1024, representing 50 and 20%
reductions compared with Park et al., respectively.

Table 2: Hardware cost comparison for various N-point SDFT and
HDFT architecture designs applied in this hopping

application
Metrics | 2004 [5] | 2010 [6] | 2014 [7] | 2015 [8] | Proposed-I and -II
Multiplier 4L 4L+8 4L 4L+8 16W/1240
Adder 6L 6L +4 4L+2 4L+6 1607141
Register N+L |N+L+1|N+2L—-1|N+3L-1 N+2L+1
Coefficient 2 3 2L 2L 4

Table 3: FPGA implementation results

Hardware Hardware block (Cyclone IV E EP4ACE115F29C7)
cost Sliding unit | UVT unit | Resonators unit | Other | Total
Combination 81 820 656 77 | 1634
Registers 7 201 257 0 465
DSP*! 0 48 32 0 80
DSP* 0 24 16 0 40
Menm RAM 64x32 b}its 2048
ROM 4x24 bits 96

Note: #1: embedded multiplier 9 bit elements and #2: 18 x 18 simple
multipliers.

Table 2 compares the hardware cost in terms of multipliers, adders,
registers, and coefficient-ROM size. The results demonstrate that the
proposed design has the lowest cost. It should be noted that one
complex multiplier requires four real multipliers and two real adders
for the hardware evaluation. There are only 12 real multipliers, 14 real
adders, 73 registers, and four coefficients in the implementation.
Compared with Wang et al. [8], the number of multipliers can be
reduced by 50%. Furthermore, the quality of the Proposed-II is analysed
by signal-to-quantization-noise ratio (SQNR), and the results show at
least 100.7 dB under 256-time iteration loop. With regard to the hard-
ware realisation, Table 3 shows the detailed FPGA implementation
results for the Proposed-II structure, and indicates that the design can
be operated at 47.26 MHz. Overall, the proposed design would be
more suitable for real-time time—frequency spectrum applications due
to its low complexity.

Conclusion: In this Letter, a low-cost and low-complexity rHDFT
algorithm is developed and designed for time—frequency spectra calcu-
lation. The results show that the proposed method has better perform-
ance than other approaches. It is thus more powerful for use in future
applications focusing on digital signal processing.
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This paper proposes a novel sliding discrete Fourier transform (DFT) algorithm and its
architecture design to efficiently compute the information of time-frequency spectrum. Since the
sliding process is adopted sample by sample, the spectral bin output data rate can be same to the
input data rate. Under the conditions of M-sample real input sequence (M=256) and N-point
recursive DFT computation (N=64), the proposed method has the following advantages: 1)
Proposed-I requires less computational complexity than Krzysztof Duda’s method does. The
proposed algorithm greatly achieves 80.35% reduction in computation because the number of
multiplication only takes 44,864 operations. Additionally, 54.91% of addition operations can be



saved; 2) For computing each frequency bin, the complexity of Proposed-I only requires 4 real
additions and 2 real multiplications after the first spectral component has been finally calculated; 3)
Proposed-I1 utilizes three registers and re-timing scheme to effectively shorten and balance the
critical path of the proposed design. Moreover, the number of coefficients can be saved by 50%
compared to Krzysztof Duda’s method. In FPGA implementation, the proposed design can be
operated at 43.5 MHz processing rate which can easily meet the requirement of real-time
application. Therefore, it would be more suitable for real-time analysis of time-frequency spectrum
in the future.
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