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m  Abstract

Background construction is the base of object detection and
tracking for the machine vision system. Traditional
background modeling methods often require complicated
computations and are sensitive to illumination changes and
shadow interference. In this paper, we propose a block-based
background modeling method, which fully utilizes the color
and texture characteristics of each incoming frame. The
proposed method is quite efficient and is capable of resisting
illumination changes and shadow disturbance. Experimental
results show that our method is suitable for real-word scenes
and real-time applications.

Keywords-component; Background modeling; motion detection;
Gaussian mixture modeling
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Object detection is a very important task in video
surveillance. In general, background modeling is utilized for

distinguishing between foreground and background. With a
robust background model, the objects can then be
successfully extracted from the background.

In literature, a number of methods for detecting moving
objects have been proposed, where many different features
are employed for background modeling. The most
frequently used features are based on color information. For
example, a color statistical approach [13] accomplished
background subtraction without being affected by shadow;
furthermore, the algorithm is also implemented by a DM270
iMX and DSP subsystem [9] for DV applications. In
addition to the running statistics (e.g. average) of
neighboring frames, a one-Gaussian adaptive modeling
method is also a popular approach that can be found in [14].

However, one-Gaussian modeling cannot cope with
dynamic background changes. Therefore, the Gaussian
mixture modeling (GMM) approach [11-12, 15] was
developed by means of using more than one Gaussian model
for each pixel. Pixel values that do not fit the model would
be recognized as foreground areas. One of the examples
using GMM was developed (three Gaussian) for traffic
monitoring [4]. Other discussions on implementation using
GMM can be found in [2] and [10], which provide details of
Stauffer and Grimson’s algorithm [12].

Motion-based and edge-based methods are other
approaches for background modeling. The motion-based
method [13] utilizes optical flow to detect salient motion
over frames. This approach wusually suffers from
complicated computations. The edge-based method [8]
considers only edge information in frames and constructs
edge histograms as a feature description for background
modeling. The histogram-matching process determines the
performance of this method.



Recently, Heikkild and Pietikdinen [5-6] proposed a
texture-based background construction method using local
binary patterns (LBPs). LBPs have the property of tolerance
for illumination changes. However, LBPs are not robust as
shown when the central pixel value used in LBP is affected
by noise or swaying trees, the corresponding LBP histogram
would not be stable. This would increase the possibilities of
false positive and false negative cases, respectively. Besides,
the overlapping block strategy and histogram-matching
process proposed in [5-6] make their method inefficient.

In this paper, we propose a hybrid method for background
modeling based on the texture and color information from
each frame. Instead of using LBPs, we propose a new
texture descriptor, the idea of which is inspired by BTC
(block truncation coding), [3] to enhance the tolerance of
illumination changes and shadow interference. Furthermore,
the background model integrated color and texture can
effectively resist noise disturbance. Due to the
computational simplicity of the proposed method, our
background modeling has high efficiency and is suitable for
real-time applications.

The remainder of this paper is organized as follows. First,
we briefly review Heikkild and Pietikdinen’s method in
Section 2. Then, in Section 3, we present our new
background-modeling scheme based on texture and color
descriptions. Empirical results and discussions are given in
Section 4, and the conclusions are presented in Section 5.

2. %

The texture-based method proposed by Heikkild and
Pietikdinen [5-6] first partitions each image frame into
overlapping blocks so that the extracted shape of the moving
object can be more accurately described. Then, the pixels in
each block produce a histogram according to their LBP
values. An example of an LBP value for a pixel is illustrated
in Fig. 1. Assume that the pixel value is 6 and its surrounding
pixels are 5, 9, 3, and 1 in counterclockwise order. If the
central pixel is greater than its neighbor, a bit 1 can be
generated; otherwise, bit 0 is produced. Fig. 1(b) shows the
result of the binary pattern, which indicates that the value of
LBP is 2.

The histograms of each block support the background
modeling. The history of each block histogram is modeled
by K weighted histograms for the purpose of multi-model
backgrounds. When a new block histogram comes in, the
histogram compares with the K weighted histograms and
performs background updating. The update process is similar
to Stauffer and Grimson’s method [12]. In the updating
process, only B (<K) histograms are selected as the
background model. If the incoming histogram is similar to a
model histogram, the new block is regarded as a background
block; otherwise, it is recognized as a foreground block.

3. Egik
In this section, we describe the proposed texture
descriptor, texture-based background modeling, and finally

the proposed motion detection method based on joint color
and texture descriptors.

A. Texture Description

When a camera captures an image, the frame is first
divided into non-overlapping blocks with a size of nxn
pixels. For each block, the mean value m is calculated and
defined as follows:

1 n n
m= PIPRE (1

NXxnN5 52

where X; indicates the pixel value in the position (i, j) of the
block.

The output of each image block is a binary bitmap BM
with a size equal to the block. The bitmap is generated by
Eq. (2), where bit “1” in a BM denotes that the
corresponding pixel value of the block is greater than m;
otherwise, the bit is set to 0. Therefore, the set of BM’s is
the texture descriptor for an input frame.

1, ifx; >m,
bij = . 2
0, otherwise,

where bj; means the bit in the position (i, j) of a BM.

B. Texture-based Background Modeling

In the beginning, each input frame is divided into non-
overlapping blocks, and each block is transformed into a
bitmap according to the proposed texture descriptor. Note
that since the pixels in a smooth block are sensitive to their
mean value, the corresponding texture description may not
be robust. In order to solve this problem, we change the
bitmap generation equation slightly from Eq. (2) to Eq. (3).
The value THgnootn 1S usually set to 8 according to our
experimental results.

0, ifxij <mM+TH o>
= (3)

! 1, otherwise.

In addition, the captured image in a real surveillance
system is a color image, so each block should have three
masks for red, green, and blue channels, respectively. For
convenient description, one block is represented by only one
mask. It is straightforward to extend the idea to three masks
for each block. Fig. 2 shows the image generated by the
proposed texture descriptor. The fact that the texture of the
image in Fig. 2 is clearly presented proves the validity of
this descriptor.

We now consider how to use the feature vector to
construct the background model. The background model for
each block consists of K weighted bitmaps, {BM;, BM,, ...,
BM}, where each weight is between 0 and 1, and the K
weights have a sum of 1. The weight of the k™ bitmap is
denoted as wy. When a new block BM,,, comes in, BM,.,, is



compared with the K bitmaps by the following similarity
equation, where m is in the range of [1, K]:

Sim(BMneW,BMm):anzn:(bi';ewmbi?). 4)

-1 j=1

If max Sim(BM,,,,

threshold THp, the block BM,.,, matches BM, in the
background model, and the update process will be invoked,
otherwise, BM,,, is regarded as a foreground block, and the
unmatched process will be launched. The complexity of the
above distance calculation is quite low since it requires only
bit operations.

The update and unmatched processes are derived from
Stauffer and Grimson’s method [12]. When an incoming
block is considered as a background block, the weights of
the background model are updated by:

BM,,) is greater than a predefined

w', =aM, +(1-a)w,, 5)
where « is the learning rate and My is 1 for the best-matched
bitmap and 0 for the others.

The learning rate determines the speed of adaptation.
That is, larger learning rates result in faster adaptations. As
to each bit bi;“ of the best-matched bitmap BM,, the update
rules are given in Egs. (6) and (7). In Eq. (6), when t is
greater than a predefined threshold T, t should be set to T to
meet the self-adaptation requirement.

. 1 1
P =~ E) Py +¥bi;‘ew , where t represents the tth

Q)
frame and pi'jn =0 in the initial stage.
. |0, ifp <0.5,
by =4 P ™
1, otherwise.

If the incoming block is a foreground block, the
unmatched process replaces the bitmap that has the lowest
weight in the background model with the incoming block.
Then, the weight of the new block is set to a low initial
weight of 0.01 in our experiments. Finally, the weights of
the background model are renormalized in order to have a
sum of one.

In the above description, the incoming block may
match the bitmap with a low weight and is regarded as a
background block. However, the low weight means that the
corresponding bitmap has a low probability of being a
background block. To solve this problem, the weights of the
background model are sorted in decreasing order, and only
the first B bitmaps are selected as the background model,
such that:

B
Z w, >TH, , where THg is a predefined threshold.  (8)

i=1

C. Motion Detection Based on Joint Color and Texture
Background Models

The proposed method is to detect moving objects in the

captured frames based on the constructed background
models. In Section 3.2, we have proposed a texture-based
background modeling method for moving object detection.
However, a false negative may occur when the texture
description of the moving object is similar to that of the
background. Such a case can be greatly alleviated with the
help of a color background model. The construction of a
color background model for each block is done by using the
Stauffer and Grimson’s algorithm [12], where the input for a
block is the mean vector containing R, G, and B channel
mean values calculated by Eq. (1), respectively.
After the color background model is constructed, the moving
objects can also be detected. The final result of motion
detection is the intersection of CM and TM, where CM and
TM represent the detection results using the color and texture
models, respectively.

4, %%

The performance of the proposed method is compared
with two state-of-the-art approaches [5, 12] using several
video sequences. The video sequences were acquired from
real indoor and outdoor environments. The simulated
environment for the experiments is equipped with a 1.8 GHz
Core 2 Intel processor and 2 GB of memory. The image
resolution was set to 320x240 pixels. All algorithms were
implemented in C++.

For the sake of labeling and segmenting the foreground
pixels, the connected components algorithm [1, 7] is applied
to each background modeling method. The parameters used
in the experiments are listed as in Table 1, where « is the
learning rate, THg is used in Eq. (10), K denotes the number
of Gaussians, X represents the fact that the parameter is not
required in this method, BS means the block size, and
LBPpg is only used in Heikkild and Pietikdinen’s method
[5-6] and represents using radius R to find P neighbors such
as the example shown in Fig. 1(a).

The performance comparisons of these three methods
are presented in Table 2, where the last row denotes the
connected components labeling (CCL) method that is also
involved in the background construction. From this table we
can observe that the proposed method is much faster than
other methods because the proposed block-based approach
requires only bit operations. Heikkild and Pietikdinen’s
method is slowest since they divide each frame into
overlapping blocks, and the size of the LBP histogram
significantly affects the performance.

Figs. 3 and 4 show the indoor scenes with some
illumination changes, where people were walking towards
the camera. The detection results can be observed that
Stauffer and Grimson’s method [12] is very sensitive to
illumination changes, and Heikkild and Pietikdinen’s method
[5-6] also suffers from noise interference. On the contrary,



the proposed method has a better ability to resist illumination
changes because we simultaneously consider the color and
texture information and gather more information from an
area instead of a single pixel. Since the non-overlapping
block approach is adopted, the contour of the proposed
method is coarser than that of the compared methods.

More detection results of the outdoor scenes compared
with Stauffer and Grimson’s method are shown in Figs. 5
and 6. Although the proposed method may result in more
holes on the inner areas of the moving object, such an effect
can be eliminated by the morphology operations, as shown in
Fig. 6.

5. 3t

In this paper, we proposed a joint color- and texture-
based method for background modeling. The proposed
method has the following advantages: (1) tolerance for
illumination changes, (2) low computations, and (3) easy
implementation. The experimental results show that our
method is quite efficient (a frame rate of 62.5 can be
achieved). Since the proposed method possesses a very high
frame rate, it is quite suitable for real-time applications or
low-power computation systems such as cell phones and
personal digital assistants (PDAs).
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(b) Texture description

(a) Original image
Fig. 2. The proposed texture descriptor.

TABLE I. The parameter values used in the experiments

Parameters a THs K BS THsmooth THp LBPeg
Stauffer and Grimson’s method 0.005 0.9 3 X X X X
Heikkila and Pietikdinen’s method 0.005 0.9 3 4x4 8 0.65 LBP,,
Proposed method 0.005 0.9 3 4x4 8 0.75 X

TABLE II. Frame rates using different methods



Stauffer and Grimson’s

Heikkild and Pietikdinen’s

Methods method method Proposed method
Frame rate 20.94 3.54 57.55
Frame rate with CCL 20.01 3.38 45.32

(b)

(b)

Fig. 5. Detection results of the third sequence: (a) original
image, (b) Stauffer and Grimson’s method, and (c) proposed

method.

(d

Fig. 3. Detection results of the first sequence: (a) original image, (b)
Stauffer and Grimson’s method, (c) Heikkild and Pietikdinen’s method, and
(d) proposed method.

©

Fig. 4. Detection results of the second sequence: (a) original image, (b)
Stauffer and Grimson’s method, (c) Heikkild and Pietikdinen’s method, and

v
(®)

(d) proposed method.

(b
Fig. 6. Detection results of the fourth sequence: (a) original image, (b) Stauffer and
Grimson’s method, (c) proposed method, and (d) proposed method with morphology.
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