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ABSTRACT

As the progress of technology, the surveillance system is installed more
and more widely. It usually requires a lot of time and human efforts to
check if a specified event occurs in the captured video. To solve this
problem, there are many approaches were proposed to recognize behaviors
of a video object automatically. Among available behavior recognition
methods, the MHI-based approaches are more popular for they have less
computational complexity and are easier than another. In this thesis, a fast
MHI approach is proposed to reduce the computation time of the MHI
approach by storing the multiple sets of features for a predefined behavior,
using the partial distance computation method, and changing the calculated
order. Nine local information proposed by Chen and squared Euclidean
distance are used in the behavior matching process in this thesis to manifest
the performance of the proposed approach. Experiment results show that
the proposed method can effectively reduce the computation time of MHI

approach.

Keyword: Motion History Image, Video Object Behavior Recognition
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Chapter 1 Introduction

The surveillance system is a system to obtain a series of images (frames) from real
world by using a video camera and the captured images are transferred to a remote
monitor for displaying. Through the displayed images, one can realize what is happened
in front of the camera. That is, a person can sit in front of a monitor to see the images
transferred from the remote cameras to check if there is something happened. Moreover,
the captured images can be saved in a storage device, such as a hard disk, to make the
captured images can be replayed in any time and at any places. The stored images can
also be used as evidences for used in the criminal cases. Nowadays, the surveillance
system is a very useful and popular technology and is widely deployed everywhere.

The surveillance system can be set up for various purposes [1], such as the traffic
monitoring [2-3], living environment monitoring [4], and remote monitoring [5]. In the
application of traffic monitoring, the surveillance system is installed to take frames of
roads. The captured images are then transferred to the traffic monitoring center for
showing and storing. It is convenient for people to see whether an accident or a traffic
jam occurred or not. In the case that an accident occurred, images recorded in the
surveillance system can be used to clarify the reason of the accident. When the
surveillance system is used to help increasing the security of living environment,
cameras are deployed to take images of the elevator, the entrance of building, or the
corners in a community. In such a case, the administrator of the surveillance system can

sit in the security operation center and easily monitor the surrounding environment of



the community. For the remote monitoring application, the surveillance system is
applied to capture images at where humans cannot be there all the time or unreachable.
For instance, NASA launched a space ship to take pictures of Mars [6] and the Spirit
rover [7] to analyze the distribution and composition of minerals, rocks, and soils.

In above applications of the surveillance system, it requires a lot of time and
human efforts to check the content of video and is very easy to make mistakes if the
person who is watching the monitor was tired or not attentive. Besides, the task of
searching a specific event from a lengthy video stream is often required and difficult. To
solve these problems, many approaches were proposed [8-12] for analyzing the video
content automatically. Such approaches can be categorized into two categories that are
the still image analyzing approaches [8-9] and the motion recognition approaches
[10-12].

One famous example of the still image analyzing approaches is the car license
plate recognition system [9]. The application of car license plate recognition is to
automatically extract characters on the car license plate from a car image. To extract
characters from a car image, a series of image processing techniques must be applied.
These techniques include: color space conversion, license plate localization, character
segmentation, and pattern recognition. The extracted characters can then be used as a
key to search the car license database for checking if the car in the image is legal or
illegal. If the license is illegal, this information will be passed to the parking office or
the police office for taking proper actions. Comparing to the motion recognition
approaches, the still image analyzing technology is maturer and easier, as well as has

less limitation on available computation time.



The motion recognition technology [10-12] is applied to recognize the behavior of
a video object from a series of motions which are recorded in a set of successive video
frames. A classical motion recognition approach consists of a training phase and a
testing phase. In the training phase, the surveillance system is installed to capture the
motion frames of pre-defined behaviors for a video object. For a pre-defined behavior, a
set of features is obtained from the motion frames of the behavior. That is, in the end of
the training phase, a batch of feature sets is stored in a behavior database for a set of
predefined behavior. In the testing phase, a set of features is first extracted from the
input frames, which are usually captured in real time and from the surveillance system,
of an unknown behavior. The same process of feature extraction to the training phase is
then progressed to generate the feature set for the motion frames of an unknown
behavior. Thus, we can deploy some algorithms to match the generated feature set of the
unknown behavior and feature sets in the behavior database to recognize the unknown
behavior.

It is not an easy task to extract a feature set from the motion frames. To conquer
this problem, many methods have been proposed [13-18], such as hidden Markov
models (HMM) [16], kinematic modes [17], and motion history image (MHI) approach
[18]. Among available approaches, the MHI approach usually takes less computational
time and requires less prior knowledge. The MHI approach is a template-based [19-20]
video object behavior recognition method. Two types of templates (motion energy
image and motion history image) are used as patterns of a behavior in the MHI
approach. Given a set of successive motion frames, to produce the motion energy image

(MEI) for the motion frames, the object masks, which record the position information



for a video object, of motion frames are generated and overlapped in time sequence. In
the MEI of the motion frames, the object mask of a frame with earlier time is placed in a
lower layer. Otherwise, it will be placed in an upper layer. The motion history image
(MHI) is similar to the MEI, and the only difference is that the intensity of an object
pixel in an MHI is related to its appearing time. A pixel in an MHI with earlier
appearing time will be assigned to a smaller intensity. Otherwise, it will have a greater
intensity.

Figure 1-1 (a) gives a set of successive frames of a video object and Figure 1-1 (b)
shows the object masks of frames in Figure 1-1 (a). In Figures 1-1 (a) and 1-1 (b),
frames are arranged in time sequence from left to right. Figures 1-1 (c) and 1-1 (d) show

the MEI and MHI of frames in Figure 1-1 (a), respectively.

Figure 1-1: An example of MHI approach:

(a) a set of successive frames of a video object, (b) the object masks of the video object,
(c) the MEI of the video object, and (d) the MHI of the video object.



From Figure 1-1, we can see that the MHI stores both the orientation information
and the temporal history of a video object’s movement, while the MEI records the
moving region of the video object’s motion. These two types of templates are used in
MHI approach as patterns for recognizing a video object’s behavior.

Although the MHI approach is more appropriate for recognizing a video object’s
behavior than the others according to the computational complexity, there still are some
problems in the MHI approach. The major problem of the MHI approach is that the
accuracy of the MHI approach is very sensitive to the time interval between two
consecutive frames, the position of the video object in the frame, and the contour of the
video object. To overcome these drawbacks of the MHI approach, lots of improving
methods were proposed [21-30].

Chen et al. [29-30] proposed an improved MHI approach to increase the accuracy
and availability of the MHI method by using a special designed feature extraction
scheme. Since the information in MEI can also be obtained from the MHI, Chen’s
method uses only the MHI to generate two sets of features from the MHI of input
frames. These two sets of features are the motion gradient magnitude histogram
(MGMH) and the local orientation of MHI. The MGMH is generated by computing the
gradient of every pixel in the MHI, and the local information of MHI is obtained by
dividing the MHI into nine blocks and calculating the motion orientation for each block.
By utilizing the MGMH and the local information of MHI, the accuracy of behavior
recognition can be effectively improved.

Among available MHI based methods, Chen’s method is very appropriate for

recognizing the behavior of a video object because of higher accuracy. However, the



time complexity of Chen’s method is still too high. To reduce the computational
complexity of Chen’s method, a fast MHI approach is proposed in this thesis. The
proposed approach adopts a similar feature extraction process as that of Chen’s method
to remain a similar accuracy as Chen’s method. To reduce the time complexity, three
processes are presented in this thesis. The first process is to store multiple sets of
features for a predefined behavior to decrease the MHI generation time. The second
process is to reduce the distance calculation time using a partial distance calculation
scheme. The final process is to improve the performance of the partial distance
calculation scheme by changing the calculated order of features. Through the above
three processes, the time complexity of the MHI approach can be effectively reduced.
The rest of this thesis is organized as follows. In chapter 2, the MHI generation
process and Chen’s method will be introduced. Our proposed method is presented and
described in chapter 3. Experimental result and conclusions are given in chapter 4 and

chapter 5, respectively.



Chapter 2 Motion History Image Approach

Motion History Image (MHI) approach was presented by James Davis in 1997 [18]

which uses temporal templates to represent and recognize human actions. Figure 2-1

shows the procedures of the MHI approach and the feature extraction for a video object

from input frames using the MHI approach. A more detail explanation for the feature

extraction process and behavior matching process are provided in the following

sections.
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Input Frame
(Predefined)

v

Feature Extraction
Process

Behavior| Pattern

Behaviors
Database

Testing Phase
Input F
| ot |
v

/ Input Frame /

Feature Extraction
Process

A 4

Object Extraction

v

History Matrix Updating

Behavior| Pattern

Y

J“'P Behavior Matching

(a)

Y

<{ Result )

v

MHI Generation

v

Feature Extraction

Feature
Extraction
Process

R 4
Behavior Pattern

(b)

Figure 2-1: (a) The procedure of the MHI approach

and (b) the feature extraction process.

2.1 Object extraction process

The object extraction process is used to find where the moving object is located in

the input frame and to generate an object mask for the input frame. There are many

methods [31-32] developed to deal with this problem. The most common used method

is the background suppression segmentation (BSS) method [32].




Using the BSS method, a background frame is initially saved as a reference frame.
To generate the object mask for an input frame, the first step of BSS method is to
evaluate the difference frame between the reference frame and the input frame. Let
r(x, y) and c(x, y) be two pixels in the reference frame and the input frame with
coordinate (x, ), respectively. The value in difference frame with coordinate (x, y) is the

difference between pixels 7(x, y) and c(x, y) and can be computed as below.

dlx,y) = |r(xy) = c(xy) | (2-1)

Once the difference frame is evaluated, a threshold value is applied to check if a
pixel in the input frame is an object pixel or a background pixel. In case of a pixel in the
difference frame with a value greater than the threshold value, its corresponding pixel in
the input frame is an object pixel. Otherwise it is a background pixel. For a pixel in the
input frame is an object pixel, its corresponding pixel in the object mask of the input
frame is set as 255. Otherwise, it is set as 0.

After generating the object mask, some post processing methods [33] can be
applied to remove noise and small regions from the generated object mask. Figure 2-2
shows an example for the input frame, reference frame, and object mask of the input

frame.

(©)

Figure 2-2: An example of BBS method:
(a) the reference frame, (b) the input frame, and (c) the object mask.

8



2.2 History matrix updating process

As mentioned in the above step, a pixel in an object mask denotes the appearance
status of video objects for a particular position. The purpose of the history matrix
updating process is to record the appearance history for video objects. To accomplish
this goal, a history matrix with the same size as input frames is maintained. Each
element in the history matrix is initialized to 0 and updated according to the values of
the incoming object masks using a timestamp with an initial value of 1.

Let the current value of timestamp be 7 and the value for an element in the object
mask with coordinate (x, y) at time-point 7 be M (x, y). The updating method for an
element in the history matrix with coordinate (x, y) at time-point 7 is defined in the

following:

T if M*(x,y) = 255

0 if M*(x,y) =0 and H* 1(x,y) < (7 —6) 2

H*(x,y) = {

where ¢ is the period of time to observe a motion.

Figure 2-3 gives an example to show how the history matrix is updated under a
series of the incoming object masks when 0=3.

From Figure 2-3, we can see that, in the beginning, every element in the history
matrix is initialized to 0 and is updated using the content of the incoming object masks.
As shown in Figure 2-3 (b), we have an incoming object mask which includes an object
appears in the left side of the object mask. Since the object mask in Figure 2-3 (b) is the
first object mask, we set the value of timestamp to 1. That is, 7 is 1 for the first object
mask. The updating process of the history matrix using the first object mask is to fill up

the value of 7 into elements in the history matrix, which have their corresponding pixel

9



in the object mask with the value of 255, and clear elements in history matrix which
have values equal to or smaller than (z — J) to 0. The updated history matrix for the first
object mask is given in Figure 2-3 (c). For the successive incoming object masks, the
value of timestamp is increased by 1 and the similar process is applied to update the

history matrix.

0fojojojojojo
0fojojojojojo
ofojojojojo]o
ofojojojojo]o
olojojojojo]o
ofojojojojolo

(a) Initial history matrix

(b) 1st object mask (d) 2nd object mask (f) 3rd object mask (h) 4th object mask

0ojojofojojojo 0] 0jJojojJojo]o 0ojojojojojojo 0jojofo]joO]joOjo
0] 0J0jJO0]J]0O]O}]O 0] 0]J0jO]JO]JoOjoO 0J]0]0}]3]3]0]0 0] 0] 0]3]4]4]0
ojojofojojojo ojoj2j2j10]l0]0 0jol2|3]3]0}]0 ojoj213]4]14]0
0ojl1}l1]o0jojojo 0l1}]2]J210]0]o0 0J]1]2]2]0o]jo0]oO 0loJ2]2]ojojo
ojij1fojojojo oji1j1jojojojo oj1j1j0]o0]o]oO ojojofoJlojo]o
ojojofojojojo ojojojojojojo ojojojojojojo ojojofojlojojo
(c) Updated (e) Updated (g) Updated (i) Updated

history matrix (z=1) history matrix (z=2) history matrix (z=3) history matrix (7=4)

Figure 2-3: An example to show the updating process of the history matrix.

2.3 MHI generation process
Once the history matrix is updated and the value of 7 is equal to or greater than 9,
that means we have enough frames available for motion recognition and an MHI can be

generated using the following equation:

H'(x,y)— (1-6)

3 T
MHIT(x,y) = { 5 X 255 ifH* (x,y) # 0
0

ifH* (x,y) =0

(2-3)
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where MHI*(x,y) is the value of a pixel in the MHI at time-point 7 with coordinate
x, ).

Figure 2-4 gives an example to show how an MHI is generated for 6=8. From
Figure 2-4, we can find that ¢ object masks are merged together to form an MHI. In an
MHI, object masks with smaller 7 are placed in lower layers and have less brightness.
Otherwise, object masks are placed in upper layers and assigned with higher intensities.
Obviously, we can see that an MHI records motions of an object during a period of time

and can be used as a template to recognize an object’s behavior.

0 T
bib - ‘3 13 - - =

(2)

DR

Figure 2-4: An example of MHI approach:
(a) the input frames, (b) the object masks, and (c) the MHI.

(c)

Since we focus only on the object, the surrounding black area should be removed
for reducing memory space and speeding up the processing time. Figure 2-5 shows an

example for an MHI image before and after removing the surrounding black area.

11



(a) (b)

Figure 2-5: An example of removing the surrounding black area:

(a) before and (b) after removing the surrounding black area from an MHI.

2.4 Feature extraction process

After the MHI is obtained, angle information of each pixel in the MHI is evaluated
and used as features for behavior recognition in Chen’s method [29].

To evaluate the angle information for an MHI, we first create four blank 2-D arrays:
Gy, Gy, 0% and E*. Arrays Gy, Gy, 6%, and E* are used to record the horizontal
gradients, vertical gradients, angles, and energies for pixels in the MHI of time-point z,
respectively. Here, two sobel masks Sy and S}, as given below are applied to evaluate the
horizontal and vertical gradients, respectively.

1 0 -1 1 2 1
Sy = [2 0 —2] S, = [ O 0 O ] (2-4)
1 0 -1 -1 -2 -1
Once Gy and Gy are evaluated, the angle and energy of a pixel with coordinate

(x, v) in the MHI can be computed using the following equations:

0%(x,y) = tan™! (—Z;Eiig) (2-5)
ET(xly) = \/G;(x'}’)z + G§(X,Y)2 (2'6)

12



After the angles and energies for every pixel in the MHI are obtained, the
histogram of angles for the MHI could be computed and used as a feature in the
behavior recognition process.

Here, the whole angle range of w is evenly divided into 72 parts and the energy of
each pixel is used as the weighting value for computing the histogram of angles. The
computation of histogram with 72 angle parts is given below, where w is the degree of

angle for each pixel and Pj,,,,,;(0) denotes the normalized strength of ath angle part.

E™(x,y) if 67 (x,y) = w

E(w,x,y) = and MHI*(x,y) # 0, 0 < w < 360 (2-7)
0 otherwise

PT() = X5e Y,y ETGox,y) ,0<i <72 (2-8)

P(;vg(i) = 311=0 P*(n)/72 (2-9)

PT(U)_P&[vg

ZZ,LO(PT(m)—P;vg)Z/n

Prormai(0) = j ,0<0<72 (2-10)

After the histogram is evaluated, we have the strengths of 72 angle parts. Besides
of using the histogram as a feature, the local information of an MHI is also important
and can be used as features. To obtain the local information of an MHI, MHI is divided
into 9 blocks as depicted in Figure 2-6 (a). Each block covers a specified range of area
as shown in Figure 2-6 (b) and the major orientations of blocks are used as features for

behavior recognition.
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(a) (b)
Figure 2-6: The method of dividing an MHI into blocks

and the covering range of each block.

From Figure 2-6 (a), we can see that an MHI is divided into nine blocks and each
block is assigned a specified number. Figure 2-6 (b) shows the covering ranges for all
blocks. It is noted that the fifth block covers the whole range of MHI and should be
computed last to reduce the computation time. Let O; be the local orientation of nth

block for an MHI. The definition of O} is listed as follows:

- H'(x,y)

norm(r, 6, H (x, y)) =1- 3

(2-11)

e Do (SR8 ) cnorn(ante)
n nref Yxynorm(z,6,H*(x,y))

, 1<n<9 (2-12)

where norm(t,§, H*(x,y)) is the normalization of the history matrix with coordinate
(x, »), 05(x,y) is the angle of a pixel in nth block with the coordinate (x, y), Opef is
the maximum angle in nth block, and angDiff is a function to evaluate the angle
difference between 07 .., and 07(x,y) .

In Chen’s method, 72 angle strengths P},..,:(0),0 <0 <72 and 9 block
orientations O;; ,1 <n <9 of an MHI are used as a feature set in the behavior

matching process.
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2.5 Behavior matching process

There are many methods for matching behavior, such as artificial neural network
and Euclidean distance. In this thesis, the squared Euclidean distance is used to find the
most similar predefined behavior from the behavior database for input frames. The
extracted feature set is compared to all of the feature sets in the behavior database to
find the most similar one. If the difference between the extracted feature set and the
most similar feature set from the behavior database is less than a given threshold value,
we can say the behavior corresponding to the most similar feature set appears in the
input frames. Otherwise, the behavior is not detected and the object’s motion in the

input frames is undefined.
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Chapter 3 Fast MHI Approach

The MHI approach is an easy method to recognize behaviors for video objects, but
it takes too much computing time to extract features as Chapter 2 described. For a
behavior database contains K predefined behaviors with various lengths of motion time,
to recognize the behavior of input frames, we must generate several MHIs of various
deltas. Let the behavior database consists of a delta set A= {d;, J2, 93, ... , dr}. To
recognize whether the monitored screen presents a predefined behavior or not, we need
to generate L MHIs for different deltas. That is, for every input frame, we have to
execute the Object Extraction process and History Matrix Updating processes once, and
the MHI generation and Features Extraction processes L times.

To reduce the computational complexity of the MHI approach and Chen’s method,
a fast MHI approach is proposed in this thesis. The proposed approach uses nine block
orientations, which is the same as that used in Chen’s method, to simplify the feature
extraction process and remain a good recognition performance. To reduce the time
complexity in advance, three processes are proposed and presented in the following

sections.

3.1 Storing multiple sets of features for a predefined behavior

Since the sustained time of different types of behaviors is diverse, numbers of
frames in MHIs for different behaviors are also different. That means different
behaviors may have different deltas in constructing their MHIs, and each predefined

behavior has its own delta and a set of features must be stored in the behavior database
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for the delta. Let the delta of a predefined behavior be d,. The set of features stored in
the behavior database for the behavior is generated using an MHI containing J, frames.
To recognize whether the input frame appears a predefined behavior, we must generate
multiple MHIs of all possible deltas in A, extract multiple sets of features for all MHIs,
and compare the extracted features to those of the predefined behaviors. This process is
very time consuming. To solve this problem, we choose to store multiple sets of features
for a predefined behavior. For a predefined behavior with the smallest delta, say d;, only
one set of features is stored and for a behavior with larger delta, say 0, 2 <i < L, i sets
of features must be stored in the behavior database. To meet our requirement, we
redesign the behavior database to store multiple sets of features for predefined behaviors.

Table 3-1 shows the design of our behavior database.

Table 3-1: The design of Behavior database

Delta o1 02 03 ... or
Features | LF | Features | LF | Features | LF Features | LF
Behavior
Bl
Bl Fél T
BZ BZ
Bz F(31 F Friz T
B3 B}
B3 F(jl F F(Sz T
B, B, B,
B4 F(31 F F(32 F Ff;S T
BK B[( BK BK
BK F(51 F F52 F F53 F F5L T

From Table 3-1, we can see that we have multiple behaviors defined in the

behavior database and all behaviors are sorted according to their deltas. For a behavior
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with smaller delta, fewer sets of features are stored. Otherwise more sets of features
must be recorded. Where LF means the last flag and is used to recognize if this is the
original delta of a behavior. In other words, the feature set with the value ‘T’ of LF is
the really correct delta in recognizing a behavior. Otherwise the feature set of other
deltas are just used to reduce unrequired calculation and LF is set as ‘F’. Here, RS for
1 <i<Land 1<j<Kis the feature set for behavior B; and delta=d;. In our approach,
only the local information of MHI is used. That is, we use nine block orientations O,,
1 <n <9 for an MHI as features.

Let F5; be the feature set extracted from the input frames at time point with
delta=0;. The procedure of behavior recognition using multiple sets of features for the

input frames is described in Figure 3-1.

Set dist[j]=0, 1<j<K
Set done[j] =false, 1<j<K
for i=1toL {
obtain F3;
for j=1toK{
if ( donelj] = false )
dist[j] = D(F8;, FY)
if ( (dist[j] > THR) or (L= true) )

done[j] = true

}
b

Set id=1
fori=2to K
if (dist[i] < dist[id] )
id=1i
if (dist[id] > THR)
id=0

Figure 3-1: The algorithm of behavior recognition

using multiple sets of features for a predefined behavior.
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Where D(F 5Ti, I%I?j ) is the squared Euclidean distance function, and THR is a
threshold value which should be determined experimentally. As shown in Figure 3-1,
the procedure will find the id of behavior which has the less distance to features

extracted from input frames. If no behavior is recognized, the value of id will be 0.

3.2 Partial distance calculation

As mentioned above, the squared Euclidean distance is used to calculate the
distance between two feature sets. For two sets of features F' and F° which are
generated by the same delta from behavior 1 and behavior 2 respectively, the definition
of squared Euclidean distance D(F’, F°) is given below. Where the Blk is denoted the
block number in an MHI.

D(F', F?) = 219311;1(0;110 01311()2 (3-1)

Using the Euclidean distance to evaluate the distance between two features, all
features of the input MHI must be determined. In many cases, we don’t have to fully
compute the squared Euclidean distance to know if a predefined behavior is not the
behavior of the input frames. For example, if the behavior of input motion frames is not
predefined in the behavior database, the generated feature set of input motion frames
must be different from any one feature set in the behavior database. In other words, the
feature in a feature set which is generated from the input motion frames may not be the
same to any one feature in the behavior database. According to this observation, a
partial distance calculation method is proposed. The partial distance calculation method
is to divide squared Euclidean distance calculation process into nine separated steps in

terms of blocks calculation order. Let D'(F’, F?) is the ith partial distance for feature
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sets F'and F . The definition of D'(F’, F?) is given below.
Di(FY, F?) = (0}, 0%)? (3-2)
From equation (3-2), we can see that the D(F’, F°) can be computed using the
following equation.
D(F', F?) = ¥}, D'(0}, 0¢)? (3-3)
By dividing the squared Euclidean distance into nine steps, we can check the
accumulated distance after each partial distance is computed to see whether current
accumulated distance is already excess THR or not. If current accumulated distance is

excess THR, the distance computation process can be terminated earlier.

Set dist[j1=0, 1<j<K
Set done[j] =false, 1<j<K
for i=1toL{
for Blk=1t09 {
obtain OB from MHI,
Set terminate = true
for j=1toK
if ( (donelj] = false) and (terminate=false) ){
distlj] +=D""(OBtk, Obw)
if ( (dist[j]> THR) or (LF8= true) ){
donelj| = true
} else terminate = false
}
if (terminate = true ){
id=0
return

}

}
Set id=1
fori=2to K

if (dist[i] < dist[id])

id=1

if (dist[id] > THR )

id=0

Figure 3-2: The algorithm of behavior recognition
using partial distance calculation and multiple sets of features.
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To further reduce the computational complexity, the feature set for the input frames
should not be evaluated at a time. That is, a feature of the input frames must be
evaluated when we need it. In such a case, if the feature set of the input frames is quite
different from those stored in the behavior database, a lot of computations can be
avoided. Figure 3-2 gives the procedure for applying the partial distance calculation

method to behavior recognition.

3.3 Changing distance calculated order

In the process of distance calculation, we need to compute square sum for nine
blocks. The calculating order of nine blocks is {1, 2, 3, 4, 6, 7, 8, 9, 5}. The purpose of
partial distance calculation is to early terminate the computation of a distance.
Empirically, we found that the distance contributed by every block are quite difference.
That is, the calculating order of nine blocks can be changed according to the degree of
distance contribution from all blocks.

Equation 3-3 gives the definition of distance contribution calculation, where AD®*
is the average distance of block, Un is the number of unknown behavior MHIs, K is the
number of the predefined behaviors, 05, is the block feature of someone behavior in
the behavior database, and 0}]; is the block feature of unknown behavior MHIs.

ADP¥(F, F?) = YynX85-1(0hue Opii)* /K , 1 <BIk<9 (3-3)

Figure 3-3 gives an experimental result to show the distance contribution for every
block, where the distance contribution of a block is evaluated by summing the distances
between features of the block from predefined behaviors and our testing MHIs (Figure

4-43).
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Figure 3-3: Average distances for nine blocks.

From Figure 3-3, we may find that blocks 3 and 6 always contribute more distance
and blocks 7, 8, 9 contribute less distances. Thus, the distance calculated order is
changed to {6, 3, 2, 1, 4, 7, 9, 8, 5} for improving the efficiency of partial distance

calculation.
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Chapter 4 Experimental Results

To evaluate the performance of the proposed fast MHI method, in the training
phase, four behaviors (falling, hunkering, sitting, and standing) were acted by two
persons and captured by a camera and from four directions (front, back, left, and right).
That is, eight video clips were captured for each behavior. The size of captured frames
is 704x480 pixels.

Figures 4-1 to 4-16 give the object masks of four behaviors performed by the first
person and Figures 4-17 to 4-32 show the object masks of four behaviors performed by
the second person. The corresponding MHIs for Figure 4-1 to Figure 4-32 are given in
Figure 4-33 to Figure 4-42, respectively. All the following shown figures are sorted
from the left to the right and from the top to the bottom in terms of time passing. The
following figures of delta set for falling, hunkering, and sitting behaviors is 12, but the

delta of standing behavior contains both 12 and 16.

Figure 4-1: The object masks of falling behavior performed by person 1

and captured from the front side.
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Figure 4-2: The object masks of falling behavior performed by person 1

and captured from the back side.
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Figure 4-3: The object masks of falling behavior performed by person 1
and captured from the left side.
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Figure 4-4: The object masks of falling behavior performed by person 1
and captured from the right side.

Figure 4-5: The object masks of hunkering behavior performed by person 1

and captured from the front side.
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Figure 4-6: The object masks of hunkering behavior performed by person 1

and captured from the back side.
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Figure 4-7: The object masks of hunkering behavior performed by person 1
and captured from the left side.
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Figure 4-8: The object masks of hunkering behavior performed by person 1
and captured from the right side.

Figure 4-9: The object masks of sitting behavior performed by person 1

and captured from the front side.
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Figure 4-10: The object masks of sitting behavior performed by person 1

and captured from the back side.
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Figure 4-11: The object masks of sitting behavior performed by person 1
and captured from the left side.

Figure 4-12: The object masks of sitting behavior performed by person 1
and captured from the right side.

Figure 4-13: The object masks of standing behavior performed by person 1

and captured from the front side.



Figure 4-14: The object masks of standing behavior performed by person 1

and captured from the back side.
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Figure 4-15: The object masks of standing behavior performed by person 1
and captured from the left side.
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Figure 4-16: The object masks of standing behavior performed by person 1
and captured from the right side.
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Figure 4-17: The object masks of falling behavior performed by person 2

and captured from the front side.
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Figure 4-18: The object masks of falling behavior performed by person 2

and captured from the back side.
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Figure 4-19: The object masks of falling behavior performed by person 2
and captured from the left side.
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Figure 4-20: The object masks of falling behavior performed by person 2

and captured from the right side.
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Figure 4-21: The object masks of hunkering behavior performed by person 2

and captured from the front side.
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Figure 4-22: The object masks of hunkering behavior performed by person 2

and captured from the back side.

Figure 4-23: The object masks of hunkering behavior performed by person 2
and captured from the left side.

Figure 4-24: The object masks of hunkering behavior performed by person 2
and captured from the right side.

Figure 4-25: The object masks of sitting behavior performed by person 2

and captured from the front side.
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Figure 4-26: The object masks of sitting behavior performed by person 2

and captured from the back side.

Figure 4-27: The object masks of sitting behavior performed by person 2

and captured from the left side.

Figure 4-28: The object masks of sitting behavior performed by person 2
and captured from the right side.

Figure 4-29: The object masks of standing behavior performed by person 2

and captured from the front side.



Figure 4-30: The object masks of standing behavior performed by person 2

and captured from the front side.

Figure 4-31: The object masks of standing behavior performed by person 2

and captured from the left side.

Figure 4-32: The object masks of standing behavior performed by person 2
and captured from the right side.
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Figure 4-33: The MHIs of falling behavior performed by person 1 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-34: The MHIs of hunkering behavior performed by person 1 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-35: The MHIs of sitting behavior performed by person 1 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-36: The MHIs of standing behavior performed by person 1 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-37: The MHIs of standing behavior performed by person 1 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=16.
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Figure 4-38: The MHIs of falling behavior performed by person 2 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-39: The MHIs of hunkering behavior performed by person 2 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-40: The MHIs of sitting behavior performed by person 2 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-41: The MHIs of standing behavior performed by person 2 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=12.
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Figure 4-42: The MHIs of standing behavior performed by person 2 captured from the
(a) front, (b) back, (c) left, and (d) right sides with delta=16.
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After the MHIs are generated, the feature sets can be extracted from the generated
MHIs as patterns and the extracted feature sets are stored in the behavior database. In
the experiment, there are 40 sets of features calculated by the equations from 2-2 to 2-5,
2-11, and 2-12, and these features should be stored in the behavior database. Table 4-1
and Table 4-2 list these orientation features for A={12, 16} and four types behaviors

from four directions performed by the person 1 and person 2, respectively.

Table 4-1: The feature sets for behaviors performed by the person 1.

Orientation | Block
Delta | (degree) 1 2 3 4 5 6 7 8 9
Behavior
Front 60.5| 702 | 820 71.6| 529 |101.2 | 22.6 | 13.0| 358
. Back 83.6 | 7131|1582 | 875 | 524 | 798| 419 | 162 | 213
Falling :
Lift | 141.0 | 320 | 448 | 599 | 389 | 41.7| 243 | 262 | 303
Right | 322 | 212 0.0 344 | 29.1| 415| 434 | 203 4.8
Front | 148.5 | 149.2 | 155.5| 159.2 | 160.6 | 164.8 | 164.3 | 163.5 | 155.8
Back 870 | 563 | 893 | 743 | 479 | 83.1| 354 6.6 9.7
Hunker :
Lift 527 | 546 | 1824 | 433 | 50.2 | 1089 | 348 | 223 | 294
12 Right 35.0 18.9 18.3 51.0 | 27.6 19.1 93.5 32.7 16.7
Front | 49.7 | 382 | 825 | 463 | 328 | 64.7| 27.8 17.7 | 27.6
o Back | 1025 | 40.5|107.8 | 34.1 | 324 | 484 | 672 7.7 16.1
Sitting :
Lift 443 | 455 174 | 519 | 325 48| 947 | 228 | 322
Right | 155.6 | 58.6 | 54.3 7.8 1 337 308 | 24.0| 356| 92.6
Front 14.8 13.6 | 228 | 229 | 156 54| 49.0 | 142 16.4
Back 22.1 145 744 | 348 | 259 | 294 | 41.1| 349 | 456
Stand :
Lift 58.3 18.6 0.0 32.6| 31.8| 61.0] 103.7 5.8 17.3
Right 00| 135]| 275 779 | 286 | 19.1 | 47.1 16.5 | 70.9
Front 148 | 13.6 | 225 | 23.8 15.9 531 502 144 | 16.4
Back 22.1 145 | 744 | 36.6 | 274 | 31.0| 505| 36.0| 458
16 Stand :
Lift 576 | 223 0.0 31.1| 364 | 850| 979 6.9 | 21.8
Right | 968 | 21.6 | 269 | 99.3 | 36.8 | 166 | 59.3 16.6 | 57.1
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Table 4-2: The feature sets for behaviors performed by the person 2.

Orientation|Block
Delta | (degree) 1 2 3 4 5 6 7 8 9
Behavior
Front 95.1 77.1 | 140.2 83.2 56.7 79.0 349 214 24.8
. Back 0.0 67.7 | 105.0 59.0 50.2 60.8 | 124.7 23.3 18.9
Falling :
Lift 0.0 273 334 49.0 35.8 19.7 26.5 37.5 62.9
Right | 43.2 51.3 0.0 34.6 37.0 37.1 473 36.4 34.6
Front 439 42.5 88.8 58.0 43.6 97.7 62.0 11.8 31.6
Back 30.8 33.8 68.2 50.8 38.2 71.8 58.9 11.2 474
Hunker :
Lift 59.5 539 | 1334 39.6 479 99.7 439 4.4 32.1
12 Right | 129.2 67.0 64.1 80.5 42.6 29.0 39.0 3.7 19.7
Front 68.9 439 86.3 32.5 30.3 53.3 194 14.6 22.5
o Back | 125.5 21.7 | 107.2 27.1 16.1 8.9 28.1 2.1 9.8
Sitting :
Lift 53.7 41.3 | 107.5 52.2 34.6 23.3 | 103.3 18.5 6.0
Right 12.0 25.0 35.9 4.7 26.6 52.2 10.1 53 60.3
Front 19.9 7.4 14.1 20.1 15.3 4.1 65.2 22.3 11.5
Back 53.3 19.1 34.0 43.7 20.0 2.3 81.1 11.4 4.8
Stand :
Lift 14.9 85.4 85.3 6.6 31.0 66.1 10.1 13.0 50.8
Right | 145.1 33.0 32.5 54.2 299 44 21.2 35.7 8.6
Front 19.5 73 14.1 19.6 17.1 8.3 63.7 26.6 19.3
Back 33.2 20.4 28.9 65.1 24.8 1.8 90.4 23.0 11.6
16 Stand :
Lift 21.4 99.4 0.0 8.1 31.8 64.3 7.5 19.3 10.9
Right | 45.5 35.2 28.0 56.2 34.1 39 43.1 38.9 73

In the testing phase, 146 consecutive frames with the size of 704x480 pixels are
tested in both Chen’s method and the proposed fast MHI approach to evaluate the
behavior recognition result and the computing time. The testing frames contain four
predefined behaviors and some undefined behaviors which are performed by the first
person are taken from the front side. Figure 4-43 lists the object masks of the testing

frames.
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Figure 4-43: The object masks of the testing frames.
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Figure 4-43 (continued): The object masks of the testing frames.
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In the recognition process, we define that a behavior is recognized only if the
behavior is detected from three continuous generated MHIs. Moreover, if one behavior
of the object is recognized, the next behavior of the object must be any behaviors but
this current recognized one. For reducing the complexity of computation more, the
recognition process will not detect the behavior which is the same to the previous one
for a period of 9,/2 frames, where the J; is the smallest delta in the behavior database. In
the original Chen’s approach, 72 strengths and nine local orientations are used as a
pattern and an error back-propagation neural network is used to recognize the behavior
of a video object. In our experiment, the same behavior recognition method as used in
our proposed method is also used in the modified Chen’s approach for keeping the
experimental result independent of the behavior recognition method. In our proposed
method, only nine orientation features are adopted for reducing the higher time
complexity, and the method described in Chapter 3 is used to recognize behaviors of the
video object. The threshold value THR is set as 49 degrees in the experiment and which
value is determined by the best accuracy of our experiment. The experimental

environment for this experiment is listed in the following Table.

Table 4-3: The experimental equipment.

Computer Type Desk-top computer
CPU AMD Phenom 9550 Quad-Core 2.20 GHz
RAM 2GB
Capture Device Panasonic SDR-H250GT
Development Language | Microsoft Visual C++ 2008 Express
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Table 4-4 lists the result of behavior recognition in using the modified Chen’s
method and our proposed method, where the Meaningless is denoted the behaviors
which are not predefined in the behavior database or some petty actions between
previous behavior and next behavior. From Table 4-4, we can find that both methods
have the same recognition result. That is, in this experiment, nine local information
perform very well. However, if a large amount of behaviors were defined in the

behavior database, the result may be different.

Table 4-4: The result of behavior recognition

in using the modified Chen’s method and our proposed method.

Times for behaviors are recognized
Behavior Occurrence
ehav .
; The modified
tmes Fast MHI Method
Chen’s Method

Sitting down 1 1 1
Standing up 4 3 3
Hunkering 1 0 0
Falling 2 1 1
Meaningless 4 0 0

Table 4-5 gives the average execution time of 146 input motion frames for two
level deltas (A;) and three level deltas (A;). From Table 4-5, it is very easy to notice that
the proposed method can effective reduce the computation time than Chen’s method. It
is obviously to see that the improvement is mainly from using the multiple sets of

features for a predefined behavior and the partial distance calculation. The principle of
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storing multiple sets of features is to reduce the unnecessary computations on
generating MHIs of higher delta. The more different values of deltas appear in the

behavior database, the more computations could be reduced.

Table 4-5: The average execution time for

the modified Chen’s method and our proposed method.

Average execution time
Approach (ms)
A={12,16} | A={8,12,16}

The modified Chen’s method 71.8 142.7

The modified Chen’s method

without using MGMH features 63.6 84.2
The proposed method with
multiple sets of features 48 58.4
The proposed method with 280 49 1
multiple sets of features and partial distance calculation 1 :
The proposed method with 277 43,8

full function

In the experiment, there are only two kinds of delta sets (A andA;) presented in the
behavior database, and the comparison between feature sets from the behavior database
and the input frames will get more opportunity to be reduced if there are more elements
in the delta set in the behavior database. Comparing to the modified Chen’s method, the
proposed method can reduce about 61% of computation time for A;, and 65.8% of

computation time for A,.
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Chapter 5 Conclusions

In this thesis, a new fast MHI approach is proposed to reduce the time complexity
of MHI approach by storing multiple sets of features for a predefined behavior to
decrease the MHI generation time, using the partial distance calculation skill to reduce
the distance calculation time, and changing the calculated order of features to enhance
the efficiency of partial distance calculation method. Through the proposed method, the
time complexity of the MHI approach can be effectively reduced. To evaluate the
proposed method, a set of predefined behaviors are first captured and the features for
these behaviors are extracted and stored in the behavior database. Then, a set of testing
frames containing defined behaviors and undefined behaviors are used to test our
proposed method and the modified Chen’s method in terms of the recognition result and
the computing time. Comparing to the modified Chen’s method, our proposed method
can reduce about 61% of computing time for two levels delta set and 65.8% for three
levels delta set. From the experimental results, we can also find that the proposed
method can get better performance in terms of the computing time when more deltas

appears in the behavior database.

41



References

[1] M. Valera and S. A. Velastin, “Intelligent distributed surveillance systems: a review,”
IEE Proc.-Vis, Image Signal Process, Vol. 152, No. 2, pp. 192-204, April 2005.

[2] S. Khan, “Automated versus human traffic control for Dhaka and cities of
developing nations,” IEEE 2007 10th international conference on Computer and
information technology (ICCIT 2007), Dhaka, Bangladesh, Dec. 2007.

[3] F. F. Meng, Z. S. Qu, Q. S. Zeng, and L. Li, “Traffic object tracking based on
increased-step motion history image,” IEEE International Conference on

Automation and Logistics, Jinan, China, August 2007, pp. 345-349.

[4] Z. K. Zhang, “The Design and Implementation of Home Security Surveillance
System,” Da-Yeh university, Master of Science, Feb. 2008.

[5] C. C. Chang, “The Development of remote monitoring with embedded system,”

National Yunlin University of Science & Technology, Master of Science, Jan. 2007.
[6] http://marsprogram.jpl.nasa.gov/mgs/mission/orbiterupdate.html

[7] http://www.nasa.gov/mission_pages/mer/index.html

[8] A.R.Jimenez, A. K. Jain, R. Ceres, and J. L. Pons, “Automatic fruit recognition: a
survey and new results using Range/Attenuation images,” ScienceDirect, Pattern
Recognition, Vol. 32, pp. 1719-1736, 1999.

[9] F. Lv, S. Y. Zhang, and L. J. Hu, “Image extraction and segment arithmetic of
license plate recognition,” IEEE 2009 2nd International Conference on Power
Electronics and Intelligent Transportation System (PEITS), Vol. 3, Shenzhen, China,
Dec. 2009, pp. 378-381.

[10]R. Poppe, “A survey on vision-based human action recognition,” ScienceDirect,
Image and Vision Computing, Vol. 28, pp. 976-990, 2010.

[11]S. Antani, R. Kasturi, and R. Jain, “A survey on the use of pattern recognition
methods for abstraction, indexing and retrieval of images and video,” ScienceDirect,
Pattern Recognition, Vol. 35, pp. 945-965, 2002.

[12]C. Cédras and M. Shah “Motion-based recognition: A survey,” ScienceDirect,
Image and Vision Computing, Vol. 13, Issue 2, pp. 129-155, March 1995.

42



[13]1X. Y. Tan, S. C. Chena, Z. H. Zhoub, and F. Zhang, “Face recognition from a single
image per person: A survey,” ScienceDirect, Pattern Recognition, Vol. 39, pp.
1725-1745, 2006.

[14]Divind D. Trier, A. K. Jain and T. Taxt, “Feature extraction methods for character
recognition - A survey,” ScienceDirect, Pattern Recognition, Vol. 29, No. 4, pp.
641-662, 1996.

[15]H. Zhou, A. H. Sadka, M. R. Swash, J. Azizi, and U. A. Sadiq, “Feature extraction
and clustering for dynamic video summarization,” ScienceDirect, Neurocomputing,
Vol. 73, pp. 1718-1729, 2010.

[16]F. Martinez-Contreras, C. Orrite-Urunuela, E. Herrero-Jaraba, H. Ragheb, and S. A.
Velastin, “Recognizing human actions using silhouette-based HMM,” IEEE 2009
Sixth International Conference on Advanced Video and Signal Based Surveillance
(AVSS), Genova, Italian, Sept. 2009, pp. 43-48.

[17]S. Ali and M. Shah, “Human action recognition in videos using kinematic features
and multiple instance learning,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, Vol. 32, Issue 2, pp. 288-303, Feb. 2010.

[18]J. W. Davis and A. F. Bobick, “The representation and recognition of action using
temporal templates,” IEEE 1997 Computer Society Conference on Computer

Vision and Pattern Recognition, San Juan, Puerto Rico, June 1997, pp. 928-934.
[19]M. C. Roh, H. K. Shin, and S. W. Lee, “View-independent human action

recognition with Vol. Motion Template on single stereo camera,” Pattern
Recognition Letters, Vol. 31, pp. 639-647, 2010.

[20]M. Allan and C. K. I. Williams, “Object localization using the Generative Template
of Features,” ScienceDirect, Computer Vision and Image Understanding Vol. 113
pp. 824-838, 2009.

[21]J. W. Davis, “Hierarchical motion history images for recognizing human motion,”
IEEE Workshop on Detection and Recognition of Events in Video, Vancouver,
British Columbia, Canada, BC, August 2001, pp. 39-46.

[22]G.R. Bradski and J. Davis, “Motion segmentation and pose recognition with motion
history gradients,” IEEE 2000 Fifth Workshop on Applications of Computer Vision,
Palm Springs, California, USA, pp. 238-244, August 2000.

[23]M.A.R. Ahad, J. K. Tan, H.S. Kim, and S. Ishikawa, “Solutions to motion
self-occlusion problem in human activity analysis,” IEEE 2008 11th International
Conference on Computer and Information Technology (ICCIT), Khulna,
Bangladesh, 2008, pp. 201-206.

43



[24]M.A.R. Ahad, J.K. Tan, H. Kim, and S. Ishikawa, “Human activity analysis:
concentrating on motion history image and its variants,” IEEE ICROS-SICE
International Joint Conference, Fukuoka, Japan, August 2009, pp. 5401-5406.

[25]S. Koelstra and M. Pantic, “A dynamic texture based approach to recognition of
facial actions and their temporal models,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, Issue 99, Feb. 2010.

[26]M. Valstar, M. Pantic and 1. Patras, “Motion history for facial action detection in
video,” IEEE 2004 International Conference on Systems, Man, and Cybernetics,
Vol. 1, pp. 635-640, Oct. 2004.

[27]M. A. R. Ahad, T. Ogata, J. K. Tan, H. S. Kim and S. Ishikawa, “Comparative
analysis between two view-based methods: MHI and DMHI,” IEEE 2007 10th
International Conference on Computer and Information Technology (ICCIT),
Dhaka, Bangladesh, Dec. 2007.

[28]J. W. Davis, “Recognizing movement using motion histograms,” M.I.T Media
Laboratory Perceptual Computing Section Technical Report, No.487, April 1998.

[29]F. T. Chen, “Human behavior identification based on motion history image,”
Chung-Hua University, Master of Science, December, 2005.

[30]F. H. Cheng and F. T. Chen, “An efficient method for human behavior recognition,”

MVA2007 IAPR Conference on Machine Vision Applications, Tokyo, JAPAN, May,
2007.

[31]Z. Kalafatic, S. Ribaric, and V. Stanisavljevic, “Real-Time object tracking based on
optical flow and active rays,” in proceedings of Melecon 2000, Cyprus, May 2000.

[32]Shao-Yi Chien, Shyh-Yih Ma, and Liang-Gee Chen, “Efficient moving object
segmentation algorithm using background registration technique,” IEEE
Transactions on Circuits and Systems for Video Technology, Vol. 12, No. 7, pp.
577-586, 2002.

[33]James T. Enns, “Object substitution and its relation to other forms of visual
masking,” ScienceDirects, Vision Research, Vol. 44, pp. 1321-1331, 2004.

44





