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Fuzzy Association Rules Mining Framework and Its
Applications

Student : Yi-Tsung Tang Advisor : Dr. Hung-Pin Chiu
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Nan-Hua University

ABSTRACT

In this paper, two important issues of mining association rules are
investigated. The first problem is the discovery of generalized fuzzy
association rules in the transaction database. It’s an important data-mining
task, because more general and qualitative knowledge can be uncovered
for decision making. However, few agorithms have been proposed in the
literature, moreover, the efficiency of these algorithms needs to be
improved to handle real-world large datasets. The second problem is to
discover association rules from the web usage data and the large itemsets
identified in the transaction database. This kind of rules will be useful for
marketing decision.

A cluster-based mining architecture is proposed to address the two
problems. At first, an efficient fuzzy association rule miner, based on
cluster-based fuzzy-sets tables, is presented to identify al the large fuzzy
itemsets. This method requires less contrast to generate large itemsets.
Next, a fuzzy rule discovery method is used to compute the confidence
values for discovering the relationships between transaction database and
browsing information database. An illustrated example is given to
demonstrate the effectiveness of the proposed methods and experimental
results show that CBFAR outperforms a known Apriori-based fuzzy
association rules mining algorithm.

Keywords. Data Mining, Fuzzy Association Rules, Cluster
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Chapter 1 Introduction

Data mining is defined as knowledge discovery from databases,
which can be further explained as the process of nontrivial extraction of
implicit, previously unknown and potentially useful knowledge from
large databases [12]. Different kinds of methods and techniques are
needed to find different kinds of knowledge. Based on the kinds of
knowledge, tasks in data mining can be classified into summarization,
classification, clustering, association, and trend analysis [11].

Deriving association rules from transaction database is most
commonly seen in data mining [2, 8, 14, 15, 21]. Association rules are
used to discover the relationships, and potential associations, of items or
attributes among huge data. These rules can be effective in uncovering
unknown relationships, providing results that can be the basis of forecast
and decision. Therefore, the application and development of association
rulesisapopular area of data mining research [7].

In the past, Agrawal and Srikant proposed the Apriori association
rule algorithm [16]. It can discover meaningful itemsets and construct
association rules within large databases, but a large number of the
candidate itemsets are generated from single itemsets. This method also
needs to perform contrasts against all of the transactions, level by level, in
the process of creating association rules. The database is repeatedly
scanned to contrast each candidate itemset, that performance is
dramatically affected and shown in Figure 1-1[26]. In the literature, many
approaches, including the DHP algorithm [9], the DIC [20], the Sampling
algorithm [6], and the cluster-based association rule (CBAR) approach
[26], have been proposed to improve the efficiency of the mining process.



Database (D)

To scan and contrasts with all fransactions in O
Large 7-itemsets

L J

To scan and contrasts with all fransactions in O
Large Z-temsets

Y

To scan and contrasts with all transactions in D

Y

Large 3-itemsets

lo scan and contrasts with all transactions in O
[ » Large M-itemsets

Figure 1-1: Illustrate database scans and contrasts of Apriori
Algorithm[26]

Agrawal et a. aso proposed a method for mining association rules
from data sets using quantitative and categorical attributeg18]. Their
proposed method first determines the number of partitions for each
guantitative attribute, and then maps all possible values of each attribute
onto a set of consecutive integers.

Recently, the fuzzy set theory [10] has been used more and more
frequently in intelligent systems because of its simplicity and similarity to
human reasoning [1]. Hong et al. also proposed a fuzzy mining algorithm
for managing quantitative data [23]. The items considered in their
approach had no hierarchical relationships. However, items in real-world
applications are usualy organized in some hierarchies. Mining
multiple-concept-level fuzzy rules may lead to discover the generalized
important knowledge from data [25].

Previous researches on mining association rules only focus on
discovering the relationships among items in a transaction database. The
relationships between different databases can find the different kinds of
useful knowledge which are unknown and potentialy. However, few

researches have examined the important data-mining issue. Tsai et d.



proposed a mining algorithm named graph-based agorithm to discover
the association rules between large items in the transaction database and
attribute values in the customer database [13]. An example of such an
association rule might be “80% of customers who speciadties are
datamining buy itemset X.” These kinds of rules will be useful for
marketing decision.

Recently, using the data mining techniques to extract information for
knowledge discovery from web documents and services is an interesting
and important data mining task for electronic commerce. Web mining
refers to the use of data mining techniques to automatically retrieve,
extract and evaluate, generalized, and analyze information for knowledge
discovery from Web documents and services. Almost 90% of the data is
useless, and often does not represent any relevant information that the
user is looking for[3]. It can be broadly defined as the discovery and
anaysis of useful information from the World Wide Web [19].

Web mining typically addresses semi-structured or unstructured data,
like Web and log files with mixed knowledge involving multimedia, flow
data, etc., often represented by imprecise or incomplete information. This
implies that fuzzy set theory approaches are useful instruments in order to
mine knowledge from such datg[3]. It can be further divided into web
content mining and web usage mining. Web usage mining can discover
the unknown and potentially useful knowledge from web usage data. The
growth of web-based B2B electronic commerce has shown the necessity
of web usage mining.

In summary, two important issues of mining association rules are
examined in the paper. The first issue is the discovery of generalized
fuzzy association rules in the transaction database. The second issueisto
discover association rules from the web usage data and the large itemsets

identified in the transaction database. We propose a cluster-based mining
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architecture to address the two problems. The characteristics of the
proposed architecture are discussed in detail in the paper. An example is
given to demonstrate the effectiveness and feasibility of the proposed
approach.

This paper is organized as follows. In chapter 2, we review relevant
literature related to our study. In chapter 3, the proposed cluster-based
mining architecture is explained. In chapter 4, illustrates the proposed
approach with an example. Chapter 5 evaluated and discussed the
performance with our mining method. Finally, conclusions and future

works are summarized in chapter 6.



Chapter 2 Literaturereview

The early data mining method for association rules is the
support-confidence framework. Agrawa and Srikant proposed a method
to discover large itemsets and construct association rules named Apriori
algorithm [16]. The Apriori algorithm requires to repeatedly scanning the
database and generated the potentially large itemsets, called candidate
itemsets by using the large itemsets found in the previous pass. Compute
their supports during the pass over the data. For example, at the (k-1)th
iteration, all large itemsets containing k-1 items, cadled large
(k-1)-itemsets, are generated. In the next iteration, the candidate itemsets
containing k items are generated by joining large (k-1)-itemsets. An
exampleis shown in Figure 2-1. When al of the large itemsets generated,

compute their confidence to construct the association rules.

Database itemset|sup. L [itemset]sup.
TID |ltems Cl {1} 2 1 {1} 2
100[13 4 20 |3 || 23 | 3
200(235 | XaD| g3 | 3 3 | 3
30011235 {4} 1 {5} 3
400|2 5 {5} 3 _

C, [itemset| sup C, |ltemset ?

L, |itemset| sup a2y | 1| ScanD {12}

{13y | 2 {13} | 2 {13}

23 |2 |—| {5 |1 g gi
(23} | 2

g g g {25} | 3 {2 5}

{35} | 2 {3 5}

C,litemsetl scanpD  Lslitemset|sup
{2 35} " [{235}] 2

Figure 2-1: An example of large itemsets generation of Apriori
algorithm



After Agrawal et al. proposed the Apriori association rule algorithm
[16]. Several researches focus on effectively reducing the number of
database scans, however, it’s still wasted scanning infrequent candidate
itemsets. Park et al. proposed an effective algorithm DHP (direct hashing
and pruning) for the initial candidate set generation [9]. This method
efficiently controls the number of candidate 2-itemsets. Brin et al.
proposed the dynamic itemset count (DIC) algorithm for finding large
itemsets [20]. H. Toivonen proposed the sampling algorithm [6]. Tsay et
a. have used cluster-based association rule (CBAR) approach [26]. This
method used cluster-based table to reduce the number of database scan
and requiring less contrast. These algorithms are to reduce the time of

database scan and data contrast as shown in Figure 2-2.

Database (N

Chuster_Table( 1) Cluster_Table(2) Cluster_Table(M-1) | Cluster_Table(A)

Contrasts with partial cluster tables )
|— ————————————————————— > Large T-itemsets

Contrasts with partial cluster tables
% _____________ » Large 2-itemsets

Contrasts with partial cluster tables

I _____ » Large 3-itemsets

Contrasts with partial cluster tables

|—). Large M-itemsets

Figure 2-2: lllustrate database scans and contrasts of CBAR
algorithm[26]

Previous studies on data mining focused on finding association rules
on the single-concept level hierarchical relationships. However, data
taxonomies are usually predefined in real world applications and can be
represented using hierarchy trees. Terminal nodes on the trees represent
actual items appearing in transactions; internal nodes represent classes or

concepts formed by lower-level nodes [17]. An example is given in



Figure 2-3.

Food Clothes
Dr/ir< Bread Jackets T-shirts
Milk  Juice

Figure 2-3: An example of taxonomic structures

In this example, the food falls into two classes: drink and bread.
Drink can be further classified into milk and juice. Similarly, assume
clothes are divided into jackets and T-shirts. In the transaction database
only the terminal items (milk, juice, bread, jacket and T-shirt) can appear
in transactions.

Agrawal and Srikant proposed a method for finding generalized
association rules a multiple levels [17]. Their mining process can be
divided into four main phases. In the first phase, ancestors of itemsin the
given transactions are added according to the predefined taxonomy. In the
second phase, candidate itemsets are generated and counted by scanning
the expanded transaction data, then using the minimum support to
discover al large itemsets. This processis repeated until all large itemsets
has been discovered. In the third phase, all possible association rules are
found from the large itemsets, and calculated confidence values. In the
fourth phase, extract all the generalized association rules by using the
minimum confidence.

Previous researches on mining association rules focus on
discovering the relationship among items in the transaction database.

Another important issue of the association rules mining is to find the
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relationships from different databases. Tsal et a. have proposed a method
for mining association rules from the customer database and the
transaction database. This method can be decomposed into two
sub-problems. First, al large itemsets are discovered from the transaction
database. Second, a relationship graph and graph-based algorithm are
used to discover the association rules from the customer database and the
transaction database.

Fuzzy set theory was first proposed by Zadeh and Goguen in
1965[10]. Fuzzy set theory is primarily concerned with quantifying and
reasoning using natural language in which words can have ambiguous
meanings. This can be thought of as an extension of traditional crisp sets,
in which each element must either be in or not in a set[24].

Formally, the process by which individuals from a universal set X
are determined to be either members or non-members of a crisp set can be
defined by a characteristic or discrimination function[10]. For a given

crisp set A, thisfunction assigns avalue ua(x) to every x1 X such that

1 ifandonlyif xi A

pa(X) =
0 ifandonlyifxi X

Thus, the function maps elements of the universal set to the set
containing 0 and 1. This kind of function can be generalized such that the
values assigned to the elements of the universal set fall within specified
ranges, referred to as the membership grades of these elements in the set.
Larger values denote higher degrees of set membership. Such a function
is caled the membership function, ua(x), by which a fuzzy set A is
usually defined. This function is represented by ua : X — [0, 1] where [0,

1] denotes the interval of real numbers from O to 1 and function can also
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be generalized to any rea interval instead of [0, 1]. The triangle fuzzy
membership function is used frequently and efficiently. An example of
triangle fuzzy membership is givenin Figure 2-4.

A

HA

v
X

a b (o)

Figure 2-4. An example of triangle fuzzy member ship function

Assume that x; to X, are the elements in fuzzy set A, and u, to u, are,
respectively, their grades of membership in A. A is then usualy

represented as follows:

A=ug I Xy +uz I'Xo+ ... +unl Xn,

An a-cut of afuzzy set A isacrisp set A, that contains all elements
in the universal set X with membership grades in A greater than or equal

to aspecified value of a. This definition can be written as

Ac={xI X | ua(x)®a}.

The scalar cardinality of a fuzzy set A defined on a finite universal
set X is the summation of the membership grades of al the elements of X
inA. Thus,

A= a ualx). (2-1)

X X



Among operations on fuzzy sets are the basic and commonly used
union and intersection, as proposed by Zadeh.
(1) The union of fuzzy sets A and B is denoted by A UB, and the

membership function of A UB isgiven by

pacs(X) = max {ua(X), us(X)}, "« X (2-2)
(2) The intersection of two fuzzy sets A and B is denoted by ANB,
and the membership function of ANB is given by
tans(X) = min {ua(X), ,UB(X)} "l X (2-3)
The appllcatlons of tuzzy‘ tﬁeory, *Fuzzy\f -then rules” is important
concept of fuzzy part|t|on Ishibuchi proposed the S|mple fuzzy partition
and multiple, fuzzy partition-concepty[4, 5]. In this paper we focus on
simple fuzngfpartltlon issue and as shown in Figure 2 }J‘s 1Its defined as
follow. [/

I~ |
e ),
|| (x-a)lb-a).a ExEd

mo(%\# 1£i£K f’f
\:‘3';: (G- /(c-B)B EXEC /

L Ox>¢
<

T
S o
. =

B B® B, b2, b2, b2 D

Figure 2-5: iy, fuzzy sets of fuzzy member ship function
(K : Thenumber of fuzzy setsof dimension D)
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We can compute the range distance of (a, b, c), that x_,is the

maximum valuesand x°

min

IS the minimum values of dimension D[22].

D D 1 max
(ana& i;n a=b-S (2-4)
c =b+S

Fuzzy logic has employed fuzzy sets to represent knowledge that is
vague or imprecise [10]. Recently, fuzzy logic used more and more
frequently. The fuzzy association rules can extract more generalized and
useful knowledge. Hong et a. proposed the fuzzy data mining method for
mining interesting generalized association rules [25].

The Web mining can be broadly categorized as Web Content Mining,
Web Structure Mining, and Web Usage Mining[3] and shown in Figure
2-6.

()Web Content Mining of multimedia documents, involving text,
hypertext, images, audio and video information deals with the
extraction of concept hierarchies/relations from the Web, and their
automatic categorization.

(2)Web Structure Mining of inter-document links, provided as a
graph of linksin asite or between sites.

(3Web Usage Mining of the data generated by the user’s
interactions with the Web, typicaly represented as Web server
access logs, user profiles, user queries and mouse-clicks. This
includes trend anaysis and Web access association/sequential

pattern anaysis.

n



Web Miing |- --cmmcmmmcmmmmmememmcmcmam e Information

Retrieval
Web Structure Web Content |
Mining Mining
Y Y
Mining XML | Personalization 3 Clustering Querying
(DTD) Schema | Business Intelligence Association Indexing
Mining HTML | Customer Profile |___Rule | Evaluation
_. Documents | Use Profile < |Cemanticled ]
ot T T mmmmmmmmes e Web Page
Navigation i — (P——
| System [mprovement. Content Mining
Recommendation | | pFo-----------oo
_____________________ Search Result
E-Commerce Mining
“Intrution Detection [ Text Mining «c}—
“Eb‘.\gm& R fmage Mining <

Figure 2-6: A Web mining taxonomy|[3]

All the researches have indicated that the times of database scan and
data contrast are the important factors to the efficiency of the mining
process. Using the multi-concept level hierarchical relationships to
discover the generalized fuzzy association rules is aso an important
data-mining task. Furthermore, in the e-commerce era, discovering the
potential and unknown knowledge from the Web usage databases and
transaction databases has recently brought to light. All the issues
indicated above will be addressed in this paper.

12



Chapter 3 Cluster-Based Mining Architecture

In this paper, we proposed a cluster-based architecture to generate
fuzzy association rules from web usage database and transaction database.
The proposed framework is shown in Figure 3-1.

The cluster-based mining framework is decomposed into three
subproblems: (1) Using cluster-based fuzzy association rule algorithm
(CBFAR) to identify all the large fuzzy itemsets from the transaction
database, (2) Using browsing information database (BIDB) to store web
usage data from World Wide Web, and (3) Finaly, given predefined
minimum confidences, the fuzzy association rules among items are
generated from large fuzzy itemsets, and relationships from large fuzzy
itemsets and web usage data are discovered with a fuzzy rule discovery
method.

Fuzzy itemsets generation Web usage information generation
mTTTTTTTT T
ro P
Customer NG - P
Transaction & I::‘> Website | ;-
DataBase Lo DataBase :
Hierarchy P :
Trees : Web logfile |i
1 . I :
1 . : 1
i CBFAR Algorithm <::ﬁ> Cluster-Based | 1
M RS Fuzzy-Sets !
. ﬁ Minsup i1 Tables ,
I ........................ - : 1 Web U%ge
I : Data
| | Extractor
I
1
I
I

1
: Browsing

1 — Fuzzy Rule Information
1 | Fuzzy Association <::| Discovery DataBase
: Rules Algorithm

1

Figure 3-1: Cluster-Based Fuzzy Rules Mining Framework
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3.1 Large fuzzy itemsets generation
We propose a CBFAR mining algorithm for discovering generalized
fuzzy association rules from transaction database based on the
hierarchical relationships and cluster-based fuzzy-sets tables. The
proposed algorithm, as shown in Figure 3-2 is divided into three phases
as described below.
(1) In the first phase, we scan the database to create cluster-based
fuzzy-sets tables. At first, the ancestors of items in each given
transaction are added according to the predefined taxonomy. Then,

transform the quantitative value v, of each transaction dataD, (i=1
to n), for each expanded item namel; appearing into a fuzzy
set f,. Thef, are represented as ( f,/R,+ f,/R,+L+f, /R,)
using the given membership functions, where h is the number of
fuzzy regions for |, . R, is the Ith fuzzy region of I, 1£1£h, and f,,
is v,’s fuzzy membership value in region R,. Calculate the
summation of each fuzzy region R, in the transaction data

Finaly, if the length of transaction record is Kk, the transaction
record and the fuzzy region value of items in this transaction will
be stored in the table, named cluster-based fuzzy-sets table (k),
1£k£M, where M is the length of the longest transaction record
in database.

(2) In the second phase, the set of candidate itemsetsC, is generated

by the self-join of L, ,. When the length of candidate itemset isk,

the support is caculated with reference to the cluster-based
fuzzy-set table(k). If the fuzzy region value of ¢, is greater than

or equa to the predefined minimum support valuea , the

candidate itemsets becomes the large itemsets, put c, in the large

14



itemsetsL,. Otherwise, it is contrasted with the cluster-based

fuzzy-sets table(k+1). The contrast process terminates when the
calculated support is greater than or equal to the predefined
minimum support or the end of the cluster-based fuzzy-sets
table(M) has been reached.

(3) In the third phase, we use the predefined minimum confidence
value to discover fuzzy association rules. If the candidate fuzzy
association rule is larger than or equal to the predefined

confidence value, put it in the rule base.

n

uzzy membership
unctions and hierarchical
elationships

= =

\
I
Cluster-based Cluster-based Cluster-based I
fuzzy-setstable(l) || fuzzy-setstable(2) | | fuzzy-setstable(M) :
I

]

[ Fuzzy Mining ]—» Fuzzy association rules

Figure 3-2: CBFAR Mining Approach

3.2 Web usage information generation

There is significantly potential information that is worth to be
explored in the e-commerce environment. When users click the web
pages or browsing the content in the web pages, their interest behaviors

have been reveded. Therefore, we regard the clicks information of user

15



navigations as the explored web usage data in this study. Moreover, fuzzy
membership functions are employed to qualitatively represent the clicks
frequency.

We assume that the web page for each item is organized and stored
in the website. The information about the users who have visited a web
site is recorded in the related web server log files. The web server can
also record every click that users make on the web site. The web usage
information generation method is described as follow.

(1) Predefined taxonomy trees and fuzzy membership functions are

givenfirst.

(2) The web log data is preprocessed and transformed into the form
suitable for our work.

(3) Each item ancestor in the taxonomy tree is regarded as aclass. All
the users clicking the same item webpage are extracted from the
transformed data and grouped together as a set. At the same time,
the total clicking number (frequency) for each classis counted.

(4) Using the given fuzzy membership function, the membership
grade of the frequency of each class belonging to every fuzzy set
Is computed, and the class is extended as fuzzy classes with fuzzy
terms.

(5) All the information generated above are stored in the browsing
information database (BIDB), by which the fuzzy rules between

fuzzy classes and large fuzzy itemsets can be extracted easily.

3.3 Fuzzy rule discovery

The fuzzy rule discovery mining framework is decomposed into two
ways. (1) using the large fuzzy itemsets which are generated with CBFAR
method and predefined minimum confidence to discover the generalized

16



fuzzy association rules from transaction database, and (2) discovering the
relationships from large fuzzy itemsets and large fuzzy frequency classes
by using a fuzzy rule discovery method, then transforming the
relationships into association rules.

The two kinds of fuzzy association rules can provide much more
flexible and effective information, by which the managers can make
correct business decisions for marketing strategies. The fuzzy-based rule
discovery method is divided into four steps.

(1) Given a minimum threshold for frequency membership grade, all
large fuzzy frequency classes are filtered out from the BIDB. The
set of customers for a large fuzzy frequency class Ui is
represented as Ui-ClDsets.

(2) Given a minimum threshold, we scan the cluster-based fuzzy-sets
table to filter out the set of customers for each large fuzzy
itemsets Lj, which is defined as Lj-ClDsets.

(3) A relation matrix R is created with all pairs of Ui and Lj. Each
entry R(Ui, Lj) in the relation matrix stores the confidence value
for Ui and Lj. If the (Ui-ClDsets) — (Lj-ClDsets) =f , then the
confidence = 1; otherwise, the confidence = n(Lj-ClDsets) /
n(Ui-ClDsets), where n(s) isthe cardinality of aset s.

(4) If the confidence of a pair (Ui, Lj) is greater than or equal to the
user predefined minimum confidence, the relationship is
transformed into a fuzzy rule in the form of “IF users browse Ui
THEN buy Lj frequently.”

17



Chapter 4 An Example

4.1 Large fuzzy itemsets generation

In this section, an example is given to illustrate the large fuzzy
itemsets generation process. This is a ssmple example to show how the
proposed method can be used to discover large fuzzy itemsets from
transaction data. There are six transactions and five items in a transaction
database: A, B, C, D and E. An example transaction database is shown in
table 4-1. The taxonomy tree is shown in Figure 4-1. The ancestors of
appearing items are added to transactions according to the predefined

taxonomy tree.

Table4-1: Six transactionsin this example

CID | TID | Items
1 [ T1 |(A3)(C4 (E2
2 |T2 |(B,3)(C,7) (D,7)
3 |T3 | (A4 (B,2 (ED)
4 | T4 |(C)9) (E10)
5 |T5 |(B,)3)
6 |T6 |(B,8)(D,4)
TZ T3
/Tl\ C D E
A B

Figure 4-1: Taxonomy treein thisexample

18



In this example, assume that the fuzzy membership functions are the
same for al the items and are as shown in Figure 4-2. The fuzzy
membership function is represented by three regions. Low(L), Middle(M)
and High(H), and three fuzzy membership values are produced for each
item according to the predefined membership function.

The length of the longest expanded transaction record in this
database is six, and creates six cluster-based fuzzy-sets tables as shown in
table 4-2. The fuzzy region value of items in this transaction will be
stored in the cluster-based fuzzy-sets tables.

1 Low Middle High

v

0 1 6 11

Figure 4-2: The member ship function in this example

Assume the minimum support vaue is 2.0. We can discover the
Large-1 itemsets (L,) which is large than or equa to the predefined
minimum support value according to the cluster-based fuzzy-sets tables.
The itemsets of L, are {(B.Low) = 2.0, (T..Middle) = 2.8, (Ts.Middle) =
2.6}.

Next, we try to discover the large 2-itemsetsL,. Combining the items
of L, in order to generate candidate 2-itemsets C,. The procedure is
similar to the candidate generation of Apriori agorithm [16]. The itemsets
of ¢, ae {(B.Low, T, .Middle), (B.Low, T, .Middle),
(T,.Middle, T,.Middle)}. In order to generateL,, it is necessary to compute
the fuzzy region values of each candidate itemset, ¢, from cluster-based
fuzzy-sets table(2) to cluster-based fuzzy-sets table(6). If the value is
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larger than or equal to the predefined minimum support value, put c in
theL,. Otherwise, compute the fuzzy region values in the next cluster
table (cluster-based fuzzy-sets table(3)). The contrast process continues
until the calculated support is greater than

or equa to the predefined minimum support or the end of the
cluster-based fuzzy-sets table(M) has been reached. For example, the
fuzzy support value of (T..Middle, T:.Middle) =
a° (T, .MiddleC T, .Middle) = 0+0+0+0.6+0.8+0.2+0.4 = 2.0. The
itemsets of L, is{(Tl;M{@IﬂréFfﬁi?él”é);r:?_.g}. The other large

itemsetsL aré::él{;overed in the similarhv;g'); Based on the process
described above the large itemsets in. this example are (B.Low),
(T,. MIddl??/(T Middle), and (T,.Middle, T,.Middle). \

|}

f||(
\
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Table 4-2: cluster-based fuzzy-setstables

TID| A B C D E 1 T T
Cluster-based fuzzy-setstable(1)
| NULL
Cluster-based fuzzy-setstable (2)
L,0.6 L,0.6
IS 0 M,0.4 0 0 0 M,0.4 0 0
Cluster-based fuzzy-setstable (3)
| NULL
Cluster-based fuzzy-setstable (4)
M,0.4 M,0.2 M,0.4| M,0.2
40 0 pos| 9 [Hos| © |Ho6|Ho08
M,0.6 L,0.4 M,0.6 L,0.4
o1 0 thoal O [mos| © |Hoa| © |mos
Cluster-based fuzzy-setstable (5)
L,04 | L,08 L,0.2 L,0.2
S Imos|mo2| O | 9 [mos| M| O |mos
Cluster-based fuzzy-setstable (6)
T1 L,0.6 0 L,04 0 L,08 | L06 |L,04|L08
M,0.4 M,0.6 M,0.2 | M,04 [ M,0.6 | M,0.2
T2 0 L,06 | M,0.8| M,0.8 0 L,06 |M,0.8| M,0.8
M,04 | H0.2 | H0.2 M,0.4 | H,0.2 | H,0.2

4.2. Web usage information generation

In this section, an example is given to illustrate the web usage

information generation process. This is a ssimple example to show how

the proposed method can be used to reserve web usage information from
the World Wide Web. There are five items in items database: A, B, C, D
and E, as shown in table 4-3. The taxonomy tree is shown in Fig. 4. The

corresponding ancestor classes are shown in table 4-4.
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Table 4-3: Itemsused in thisexample

No. Item
1 A
2 B
3 C
4 D
5 E

Table 4-4: Ancestor classes

Classifications | Items
T, A, B
T, A,B,C
Ts D, E

Ancestor classes with frequencies and the sets of customer IDs are
given in table 4-5. We use the fuzzy membership function as shown in
Figure 4-3 to calculate the membership grades of frequencies belonging
to respective fuzzy set. Thefina Browsing information database is shown
in table 4-6.

1 Low Middle High

0
0 1 26 51

Figure 4-3. The member ship function in this example
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Table 4-5: Ancestor classes with frequencies and Cl Dsets

Classes Frequency | Ui-ClDsets
T, 25 {1, 2, 4,5}
T, 31 {3, 5}

Ts 16 {1,4,7,8}

Table 4-6: Browsing information database

Fuzzy frequency Fuzzy membership Ui-ClDsets
classes grades for frequencies
T..Low 0.04 {1, 2, 4,5}
T,.Middle 0.96 {1,2,4,5}
T..Middle 0.8 {3, 5}
T,.High 0.2 {3, 5}
Ts.Low 0.4 {1,4,7,8}
Ts.Middle 0.6 {1,4,7,8}
4.3 Fuzzy Rule discovery

At first, we use large fuzzy itemsets, which are generated with
cluster-based fuzzy association rule mining method, and predefined
minimum support to discover the generalized fuzzy association rules. The
large fuzzy itemsets are { B.Low}, { T;.Middle}, { T..Middie}, {T..Middle,
T;.Middle} which are generated in section 4.1. Assume the minimum
confidence valueis 2.0. The discovered ruleis “IF users buy item T, with
middle degree THEN buy item T3 with middle degree frequently”.

Next, we can discovering the relationships from large fuzzy itemsets
and large fuzzy frequency classes with fuzzy rule discovery method, then
transform the relationships into fuzzy rules. Assume the minimum

support value is 0.6. The large fuzzy frequency class are {(T;.Middle) =
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0.96, (T..Middle) = 0.8, (Ts.Middle) = 0.6}, as shown in table 4-7. The
large fuzzy itemsets are { B.Low}, { T..Middle}, { T..Middie}, {T..Middle,
T;.Middle} which are generated in section 4.1. Let the minimum
threshold be 0.6, we scan the cluster-based fuzzy-sets table to generate
the ClIDsets of large fuzzy itemsets as shown in table 4-8. Then, we

construct the relation matrix as shown in table 4-9.

Table 4-7: Large fuzzy frequency classes

Fuzzy frequency Fuzzy membership Ui-Cl Dsets
classes grades for frequencies
T,.Middle 0.96 {1, 2, 4,5}
T,.Middle 0.8 {3, 5}
Ts;.Middle 0.6 {1,4,7,8}

Assume the minimum confidence vaue is 0.5. Then, {Large fuzzy
Frequency Class T,.Middle, Large Fuzzy Itemset B.Low}, {Large fuzzy
Frequency Class T,.Middle, Large Fuzzy Itemset B.Low}, {Large fuzzy
Frequency Class T,.Middle, Large Fuzzy Itemset T..Middle}, {Large
fuzzy Frequency Class T,.Middle, Large Fuzzy Itemset Ts.Middle}, and
{Large fuzzy Frequency Class T,.Middle, Large Fuzzy Itemset
(T..Middle, Ts.Middle)} are the significant relations. The discovered
rules are represented as “I F users browse class T1.Middle THEN buy item
B.Low frequently”, “IF users browse class T,.Middle THEN buy item
B.Low frequently”, “IF users browse class T,.Middle THEN buy item
T..Middle frequently”, “IF users browse class T,.Middle THEN buy item
Ts.Middle frequently”, and “IF users browse class T,.Middle THEN buy
item (T1.Middle, Ts.Middle) frequently”
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Table 4-8: The ClDsets of large fuzzy itemsets

Large fuzzy itemsets Li-ClDsets Counts
B.Low {2, 3, 5} 3
T,.Middle {3, 6} 2
Ts;.Middle {6,3,2} 3
(T..Middle, T;.Middle) {3, 6} 2

Table 4-9: Relation matrix with confidences

(LFI: largefuzzy itemsets, LFFC: large fuzzy frequency classes)

L FEC - B.Low | Ti.Middle | Ts.Middle | ( T..Middle, T;.Middle)
—=0. - = —=0.2 —=0
T,.Middle 2 =05 570 , =025 .
51 ~ =05 ~=05 Z=05
T,.Middle 5 5 ; =
Ts.Middle 2 ? ; .
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Chapter 5 Experimental Results

To evaluate the efficiency of the proposed method, we have
implemented the CBFAR, aong with a known Apriori-based fuzzy
association rule algorithm (ABFAR)[12], using Microsoft Visual Basic
6.0 on a Pentium IV 1600 MHz PC with 1GB of available physical
memory. Experiments have been carried out on testing the spending time
of large itemsets generation using the FoodMart transaction database
provided with Microsoft SQL Server.

The performance of CBFAR algorithm is compared to the ABFAR
algorithm under various user specified minimum supports, such that 0.35,
0.4, 0.45, 0.5, 0.55%. The results are shown in Figure 5-1. The
experimental results show that the CBFAR agorithm has better
performances than ABFAR. When there is an decrease in the values of
minimum supports, the performance gap between the algorithms is shown
in greater evidence.

2,000, 4,000, 6,000, 8,000, 10,000 transaction records of
experimental data are randomly sampled from FoodMart transaction
database. The performance of CBFAR agorithm is compared to the
ABFAR agorithm where minimum support is set at 0.45%. The results
are shown in Figure 5-2. From the figure, we can see that the CBFAR
outperforms the ABFAR. It is noted that the superiority becomes much

more obvious along with increase in the number of transaction records.
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Minimum Support

Figure 5-1: Performance of CBFAR and ABFAR on 4,000
transaction recor ds

10000
8000
E 6000 —— CBFAR
.§ 4000 —=— ABFAR
2000

2000 4000 6000 8000 10000

Database Size

Figure 5-2: Performance of CBFAR and ABFAR at minimum
support 0.45%
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Chapter 6 Conclusions and Future Works

The relationships of the transaction database and browsing
information database are very important. There is a lot of potential
information in the relationships. The managers can make correct business
decisions for marketing strategies. In this paper, we have proposed a
cluster-based association rules mining architecture for extracting
generalized fuzzy association rules from transaction database and
browsing information database.

At first, we employ the cluster-based fuzzy association rule (CBFAR)
method to discover the fuzzy association rules from the transaction
database. CBFAR only requires a single scan of the transaction database
to create cluster-based fuzzy-sets tables in advance. Contrasts are then
performed only against the partial cluster tables to generate al the large
fuzzy itemsets. The mining performance is effectively improved due to
the method needs only one database scan and also requires less contrast.
Next, the fuzzy-based rule discovery method is employed to discover the
relationships between the identified large fuzzy itemsets and the
interesting web usage data.

Experiments show that the efficiency of CBFAR is greater than the
existing ABFAR algorithm. When there is an increase in the number of
transaction records and decrease in the minimum supports, the
performance between the a gorithms becomes more evident.

In the future, we will consider the extension of the CBFAR
algorithm to incremental mining of generalized fuzzy association rules
from real-time databases. Besides, it is unredistic that the most
approximate fuzzy sets can always be provided in advance. We will
attempt to develop an automatic method to find the most suitable fuzzy

sets that cover the domains of quantitative data for fuzzy association rules
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mining. Furthermore, the practical applications of the proposed
architecture will be also explored, for example, the hidden CRM
knowledge between the RFM data and the large itemsets is worth to be
discovered for making right marketing strategies.
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