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Abstract— In this paper, we propose a neighbor-aware dynamic
backoff scheme and evaluate the performance of the proposed
scheme for ad hoc networks. The backoff scheme that we devised
grants node access to the channel, according to the competing
number of nodes for a transmitted frame. We use both an
analytical model and simulation experiments to evaluate the
dynamic performance of our backoff mechanism in an ad hoc
network.

Keywords: backoff; ad hoc networks; neighbor-aware.

I. INTRODUCTION

There has been a growing interest in mobile wireless
networks in recent years. Such networks are formed by mobile
hosts (or nodes, users) that do not have direct links to all other
hosts. They can be rapidly deployed without any established
infrastructure or centralized administration; in this situation,
they are called ad hoc networks [1]. Because of the greater
affordability of commercial radios, ad hoc networks are likely
to play an important role in computer communications. The
applications of ad hoc network are in building, campus,
battlefield or rescue environments.

Unlike wired networks, problems such as: mobility of
nodes, shared broadcast channel, hidden and exposed terminal
problem, and constraints on resources, such as bandwidth and
battery power, limit the applications of ad hoc networks. Due
to the above mentioned factors, providing energy aware, packet
delivery ratio, and end-to-end goodput guarantees in ad hoc
networks are some tough propositions.

Packet scheduling in the Medium Access Control (MAC)
layer is for choosing the next packet to transmit, such that a
real attempt is made to satisfy the end-to-end delay and packet
delivery ratio guarantees. Wireless scheduling algorithms sig-
nificantly differ from their corresponding wired network. In a
wired network, when a node has data packets for transmission,
it cares only for the packets in its own transmission queue.
But in ad hoc networks, the channel is broadcast; multiple
nodes may contend for the channel simultaneously, resulting
in collisions. To avoid the collision problem, a node must be
aware of traffic at nodes in its two-hop contention area [2].
Therefore, an efficient contention window control algorithm is
an important issue for packet scheduling in ad hoc networks.

Recently, the renewed interests in ad hoc networks have
centered on using the IEEE 802.11 MAC mechanism. In
[3], the authors raised the question: Can the IEEE 802.11
work well in wireless ad hoc networks? They concluded
that the protocol was not designed for multihop networks.
Although IEEE 802.11 MAC can support some ad hoc network
architecture, it is not intended to support the wireless multihop
mobile ad hoc networks, in which connectivity is one of the
most prominent features.

The performance of IEEE 802.11 MAC mechanism is
determined by contention window control scheme, RTS/CTS
mechanism, transmission range, etc. In addition, whether or
not the IEEE 802.11 MAC protocol is efficient will affect
the performance of ad hoc networks. The metrics for the

performance of 802.11 ad hoc networks may have throughput,
delay, jitter, energy dissipation, etc.

A simulation analysis of the contention window control
mechanism in the IEEE 802.11 standard has been presented
in [4]. Since the backoff and contention window are closely
related, the selection of the contention window will affect the
network throughput. The authors in [4] showed the effective
throughput and the mean packet delay versus offered load for
different values of the contention window parameter and the
number of contending stations.

The throughput and the mean frame delay, as functions of
offered load for different RTS threshold values and numbers
of stations transmitting frames of random sizes, are presented
in [5]. When the number of stations increases, the RTS
threshold should be decrease. While transmitting frames of
random sizes, it is recommended to always set the RTS/CTS
mechanism independent of the number of contending stations.
The absence of a RTS/CTS mechanism entails considerable
network performance degradation, especially for large values
of offered load and numbers of contending stations.

The influence of packet size on the network throughput has
been discussed in [6]. When the load is fixed and the packet
size is increased, the contending numbers will be decreased
and the network performance will be degraded. If the hidden
terminal problem occurs, the performance worsens. When the
network load is not heavy, the network performance varies
slightly as the packet size changes. When the network load is
heavy, the hidden terminal problem worsens and the network
performance is lowered for the longer packet size.

Under a wide set of network and load conditions, multi-hop
networks have lower performance than do single hop networks
[7]. Data throughput is maximized when all nodes are in range
of each other. The performance degradation in networks may
be explained by the fact that channel contention in mobile ad
hoc networks based on the 802.11 standard is not ideal.

In [8], the author proposed a Markov Chain to model the
IEEE 802.11 DCF. This Markov chain model analysis applies
to both packet transmission schemes employed by DCF; for
the model, the author proposed an extensive throughput perfor-
mance evaluation of basic and RTS/CTS access mechanisms.

In [9], the author proposed an enhanced distributed channel
access (EDCA) mechanism under saturation condition and
analyzed the throughput and delay performance of EDCA.

An effective backoff algorithm is proposed in [10] and
the authors model it with a Markov chain; propose a hybrid
collision resolution method to increase both the throughput
and fairness performances of the DCF for the wireless access
medium. But the simulation environment is completed in a
single-hop BSS, this is not suitable for wireless multihop ad
hoc networks.

In this paper, we present the results of a simulation study
that characterizes the energy dissipation, packet delivery ratio,
and throughput of ad hoc networks. In particular, we use the
CBR connection numbers as the main varying parameters for
the above mentioned performance metrics. If the contention
window control scheme does not consider the competing



number of nodes for a transmitted frame of a node, this may
cause higher collision probability for a transmitted frame, and
may cause some nodes to have shorter life times than other
nodes will. This situation will affect the establishment of a
route and degrade the performance of the entire network.
In order to increase throughput and save power, if a node
has large competing number of nodes, the node should have
higher backoff time to transmit its packets. On the other hand,
if a node has less competing number of nodes, the node
should have lower backoff time. Therefore, we redefined the
contention window control mechanism in IEEE 802.11 DCF
as an neighbor-aware dynamic contention window control
scheme.

IT. IEEE 802.11

IEEE 802.11 is a standard for wireless ad hoc networks and
infrastructure LANs [11] and is widely used in many testbeds
and simulations in wireless ad hoc networks researches. IEEE
802.11 MAC layer has two medium access control methods:
the distributed coordination function (DCF) for asynchronous
contention-based access, and the point coordination function
(PCF) for centralized contention-free access. In this paper, we
consider the IEEE 802.11 DCF MAC protocol as the medium
access control protocol in wireless ad hoc networks.

The DCF access scheme is based on the carrier sense
multiple access with collision avoidance (CSMA/CA) protocol
[12]. Before initiating a transmission, a station senses the
channel to determine whether another station is transmitting.
If the medium is found to be idle for an interval that exceeds
the distributed inter-frame space (DIFS), the station starts its
transmission. Otherwise, if the medium is busy, the station
continues monitoring the channel until it is found idle for a
DIFS. A random backoff interval is then selected and used
to initialize the backoff timer. This timer is decreased as
long as the channel is sensed as being idle, stopped when
a transmission is detected and reactivated when the channel is
idle again for more than a DIFS. When a receiver receives a
successful data frame then, it then sends an acknowledgement
frame (ACK) after a time interval called a short inter-frame
space (SIFS) to the sender.

An optional four way hand-shaking technique, known as the
request-to-send/clear-to-send (RTS/CTS) mechanism is also
defined for the DCF scheme [13]. Before transmitting a packet,
a station operating in the RTS/CTS mode “reserves” the
channel by sending a special RTS short frame. The destination
station acknowledges the receipt of an RTS frame by sending
back a CTS frame, after which normal packet transmission
and ACK response occur. Since collision may occur only on
the RTS frame, and it is detected by the lack of CTS re-
sponse, the RTS/CTS mechanism allows increased the system
performance by reducing the duration of a collision when long
messages are transmitted. The RTS/CTS is designed to combat
the hidden terminal problem.

Backoff is a well known method for resolving contentions
between different stations willing to access the medium. The
method requires each station to choose a random number

between 0 and a given number, and wait for this number
of slots before accessing the medium, while always checking
whether a different station accessed the medium before. The
integer number of backoff time slots is uniformly drawn in a
defined interval called the contention window.

The algorithm used by 802.11 to make this contention
window evolve is called Binary Exponential Backoff (BEB).
After each successful transmission, the contention window
is set to [0,CWmin — 1] (its initial value). When node
successive collisions occur, the contention window is set
to [0,min(1024,2" * CWmin — 1)]; i is the number of
retransmission; if i > 7, the contention window is reset to its
initial value. It is the retry limit of the BEB algorithm [14].

The following equation is the backoff mechanism for IEEE
802.11.

Backoff = INT(CW x Random()) * SlotTime

where

CW = an integer between CWmin and CWmaz,

Random() = real number between 0 and 1,

SlotTime = transmitter turn-on delay + medium propaga-
tion delay + medium busy detect response time.

ITII. DyNamiIc 802.11(D802.11)

In [10], the author proposed a Chen 802.11 (C802.11)
algorithm for the contention window control mechanism. The
author consider N mobile stations in a BSS, the initial
contention window size of each mobile station is set to X x [V,
where X 1is the coefficient for the contention window. If a
mobile station experiences a collision and needs to retransmit
the data frame, its backoff timer is randomly generated from
uniform distribution ranging between 0 and a new contention
window. The size of this new window is linearly increased if
consecutive collisions occur.

The author suggested choosing C'W (Contention Window)
from the intervals:

0, X*Nx*(@i+1)—1],i=0,1,......,m

A. Neighbor-aware dynamic backoff mechanism

The objective of the neighbor-aware dynamic backoff pro-
cedure is to save power and increase the throughput for a
node with respect to those nodes in the contention area of
the node. Let ¢ denote the number of retransmission attempts
made for a packet, and %,,,,, represent the maximum number
of retransmission attempts permitted.

Our proposed neighbor-aware dynamic contention window
size mechanism is defined as follows.

[X*N*x(G)—1L,X«N=*(+1)—1],i=1,2,..... ,m

[1,X*N—1],i=0
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Fig. 1. Markov chain model for the neighbor-aware dynamic backoff window
size scheme

B. Analytical model

In this paper, Markov Chain is used to model the backoff
operation of each station. Our scheme is similar to that
of [8]. Let b(t) be the stochastic process representing the
backoff time counter for a given station. Let m be the
maximum backoff stage. Let s(t) be the stochastic process
representing the backoff stage (0,...,m) of the station at
time ¢. Let us adopt the notation CW,,;, = X x N and
W; = CWinin * (i + 1), where i € (0,m) is called “backoff
stage.”. Thus, the process {s(t),b(t)} of our neighbor-aware
dynamic backoff scheme is a Markov chain. Fig. 1 shows
the Markov chain model with the state transition graph for
tracking the status of every station at every slot time. Let
m, ’maximum backoff stage,” be the value such that

D=(X*«Nx*(i+1)—1)—(X*N=x(1)—1)=X=*N,i€ (0,m)

where 7 € (0,m) is called "backoff stage.”

1) Packet transmission probability: As in [8], the key
approximation in this model is that at each transmission
attempt and regardless of the number of retransmissions
suffered, each packet collides with an independent probability
p. In Fig. 1, we adopt the short notation used in [8].
Pliy, k1} = P{s(t+ 1) = i1,b(t + 1) = k1|s(t) = io,b(t) =
ko}. In this Markov chain, the only non null one-step
transition probabilities are:

P{Z‘,k‘i,k‘—f—l}:l k‘E(Wi_l,Wi—Q),iE(O,m)
P{i,k‘i* 1,0} =p/D ke (Wi,hWi 1),’i € (1,m)
Pli—1,ki,0} = (1—p)/D ke (Wi1,W; —1).ic (Lm)
P{i,k|i,0} = (1 —p)/D 1 =0,m

Let b; ., i € (0,m), k € (W;_1,W; — 1) be the stationary
distribution of the Markov chain. Let 7 be the probability
that a station transmits in a randomly chosen slot time. Let p
be &. First, note that

p-bi—10=(1-p)- bio;i€ (0,m)

bio = 155 "bi-1,0
bio = (ﬁ)ibo,o = p*boo
bm,0 = (ﬁ)mbo,o = pu™bo,0

Because of the Markov chain regularities, for each
ke (Wifl, W, — 1), it is

D—k
bika'{

By means of above relating equations, b; ;. can be simplified
as

(1 —=p)bo,o + (1 —p)bit1,0 i=0
pbi—1,0 + (1 = p)bit1,0 i€ (0,m)
pbi_1,0 + pbm,0 i=m

bi k= %b@o;i € (0,m),k € (Wi_1,W; — 1)

s

From above equations, all the values b;; are expressed
as functions of the value by and the conditional collision
probability p. Then, by can finally be determined by
imposing the normalization condition, simplified as follows:

m D—1 bo,0 m s
1= Zi:o Zk:l bik = 5 Zz‘:o(%)l(D +1)

from which

b0,0 = ﬁ
ST DD
Then

bo,0 = —m Z
Do ()X xN+1)

Now the probability 7 can be expressed as:

B (1—p)(1—(ﬁ>’"“)
= 1—2p '

m

) _ 17um+1
i=0 bz,O ==

1—p

T = bo,o b0,0

In the stationary state, each station transmits a packet with
probability 7. So, we get:

p:l—(l—T)"*1

2) Throughput: Let Py, be the probability that there is at
least one transmission in the considered slot time. And let P,
be the probability that a transmission is successful, given the
probability P;,.. Therefore, we get:

ptrzlf(lfT)n

)n—l )n—l

_nt(l-7 _nt(l—7
ps DPtr 1_(1_7)71

Now we are able to express the normalized system
throughput S as the ratio

S = E[payload in formation transmitted in a slot time]
- E[length of a slot time]

— Ps PtrE[P]
(1= Py )0+ Py PsTTH 4 Pyy (1— P ) TE'S

Let 7! and T!'* be the average time the channel is
sensed busy because of a successful transmission or a
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Fig. 2. Saturation throughput for D802.11 analytical model

collision for the RTS/CTS access scheme. Let E[P] be the
average packet length and o is the duration of an empty slot
time. Let the packet header be H = PHY}pq + M ACh4,
and propagation be §. For the RTS/CTS access scheme, we get

Trts = RTS + SIFS +6+CTS + SIFS + 6+
H+ E[P|+ SIFS +6+ ACK + DIFS +§

Tr's = RTS+ DIFS+6

Throughput for the D802.11 is shown in Fig. 2 for the case
when the RTS/CTS method is adopted.

IV. SIMULATION ENVIRONMENT

We used simulations to study the performance of the ad hoc
network using the IEEE 802.11 DCF MAC. Results reported
in this paper are performed under ns2 network simulator [15].
The radio model has characteristics similar to a commercial
radio interface, Lucent’s WaveLAN [16]. WaveLAN is a
shared-media radio with a nominal bit-rate of 2 Mb/sec and a
nominal radius of 250 m.

We placed geat effort on studying the impact of a node’s
probability of frame collision on the network performance.
The node’s probability of collision for a transmitted frame is
added to the neighbor-aware dynamic backoff mechanism in
D802.11. In most simulation runs, we considered 200 nodes
randomly distributed over a square area of 1200x1200m?,
and simulated 150 sec of real time. To focus on the power
awareness study, we did not consider mobility in this paper and
all nodes were assumed to be stationary , in order to eliminate
packet loss due to broken routes caused by mobility.

Communications between nodes are modeled using a uni-
form node-to-node communication pattern with constant bit
rate (CBR) UDP traffic sources sending data in 512-byte
packets at a rate of 10 packets/sec [17]. A total of 5, 10,
15, 20, 25, 30 CBR connections were generated to represent

different levels of loading, with a node being the source of
only one connection. All CBR connections were started at
times uniformly distributed during the first sec of simulation
and then remained active throughout the entire simulation run.

Each of our simulation results is the average from 5 ran-
domly generated network topologies. Furthermore, in order to
generate a more uniform topology so that the network will
not become disconnected when NN (the average number of
neighbors) is small, we divided the topology into 25 regions
and 8 nodes were randomly placed in each region. The
distances were also uniformly distributed between the source
node and the destination node. That is, we made sure that
there were roughly equal numbers of short, medium and long
connections.

TABLE I
THE AVERAGE NUMBER OF HOPS FOR A PACKET THAT SUCCESSFULLY
REACHED THE DESTINATION NODE FOR VARIOUS NUMBER OF

CONNECTIONS
Conn. 5 10 15 20 25 30
802.11 3.882 3.762 4.421 4.636 4.352 4.379
c802.11 3.839 3.674 4.134 4.179 4.133 4.082
mC802.11 3.478 3.375 3.835 4.032 4.060 3.811
D802.11 3.796 3.320 3.847 3.845 3.936 3.837

Table I shows the average number of hops for a packet that
successfully reached the destination node, at various numbers
of connections. We can see that there are roughly equal
numbers of hops for 8§02.11, C802.11, mC802.11 and D802.11
in all cases.

In order to better understand the characteristics of D802.11
wireless networks in scenarios considered for this paper, we
evaluated the performance of 802.11, C802.11, mC802.11 and
D802.11 in ad hoc networks based on the following metrics:

« End-to-end goodput: the actual bandwidth that is obtained
by CBR connections

o End-to-end delay per packet: the total delay experienced
by a packet that successfully reached the destination node

« End-to-end delay per hop: the average delay per hop that
experienced by a packet that successfully reached the
destination node

o Energy dissipation per packet: the average energy dissi-
pation experienced by a packet that successfully reached
the destination node

o Energy dissipation per hop: the average energy dissipa-
tion per hop that experienced by a packet that successfully
reached the destination node

o Received packet per energy dissipation: the number of
received packets per energy dissipation

V. PERFORMANCE EVALUATIONS

In this section, we evaluate how our proposed neighbor-
aware dynamic backoff mechanism impacts the performance
of the wireless ad hoc networks.




In [10], the author shown dynamic coefficient of contention
window versus number of neighbors for a BSS. We use X
versus N dynamic coefficient in [10] for ad hoc network and
name C802.11. Fig. 3 shows the new dynamic coefficient of
contention window versus number of neighbors for ad hoc
networks for modified C802.11 (mC802.11) and D802.11. As
in [10], the calculations for the dynamic coefficient X needs
lots of computation power. To facilitate the implementation of
the proposed method, the results for the dynamic coefficient
can be built in each node for wireless multihop ad hoc network.
We can see from Fig. 3, the dynamic coefficient equals 25
when the number of users is in the range of 1 ~ 3, and
converges to 18 when the number of users is greater than
17. Although the coefficient has different values, maintaining
such information in each node for wireless multihop ad hoc
network is possible. With the information, each node in ad
hoc network can determine suitable contention window size.
This is really similar to maintain different contention window
sizes for all collision stages.

25

24+

231

22+

21

Dynamic coefficient (X)

20

191

18 L L L
0 5 10 15 20

Number of neighbors (N)

Fig. 3. Dynamic coefficient of contention window versus number of
neighbors for mC802.11 and D802.11.

A. Packet delivery ratio

Fig. 4 shows the packet delivery ratio versus the number
of connections 5, 10, 15, 20, 25 and 30 CBR connections for
802.11, C802.11, mC802.11 and D802.11 From Fig. 4, we see
that the packet delivery ratio is about 1 when the traffic load is
light (5 CBR connections). When the traffic load is moderate
to high (10 to 30 CBR connections), the packet delivery ratio
becomes lower. In the case that the packet delivery ratio is
lower than 1, some packets are queued or discarded somewhere
in the network. We further looked into the detailed operations
and found that packets are lost at the intermediate (or relay)
nodes but not at the sources.

Higher loading at the radio/MAC layer increases the prob-
ability of frame collision and decreases the network perfor-

mance. From Fig. 4,we know that the packet delivery ratio for
D802.11 is much higher than that for 802.11, C802.11 and
mC802.11.
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Fig. 4. Packet delivery ratio vs. the number of connections.

B. End-to-end goodput
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Fig. 5. End-to-end goodput vs. the number of connections.

Fig. 5 shows the end-to-end goodput vs. the connections for
802.11, C802.11, mC802.11 and D802.11 And we know that
the end-to-end goodput for D802.11 is much higher than that
of 802.11, C802.11 and mC802.11. In Fig. 5, as the number
of CBR connections increases, the end-to-end goodput also
increases. When the number of connections is large, the end-
to-end goodput increases. In addition, given a particular CBR
connection number, the goodput for D802.11 is still higher
than 802.11, C802.11 and mC802.11.



Take an example from Table I: we know that the average
number of hops for a packet that successfully reaches the
destination node is about 3.845 at 20 connections for D802.11.
From Fig. 5, we know that the end-to-end goodput is about
0.247 Mbps at 20 connections for D802.11. So, we know that
the required per-hop throughput should be roughly 3.845 x
0.247 Mbps = 0.951 Mbps at 20 connections for D802.11.
From Fig. 2, we observe that the saturation throughput for
D802.11 from the analytical model is about 0.843 Mbps.
Therefore, we show a close match between the analytical
modeling and the simulation result.
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Fig. 6. Per-hop throughput vs. the number of connections.

Fig. 6 shows the per-hop throughput vs. the number of
connections for 802.11, C802.11, mC802.11 and D802.11 It
demonstrates that the per-hop throughput for D802.11 is higher
than that for 802.11, C802.11 and mC802.11, in particular at
the higher connection numbers; when the connection number
is between 10 and 30, the per-hop throughput ranges from
0.690 to 1.073 Mbps for D802.11, from 0.706 to 1.068 Mbps
for mC802.11, from 0.426 to 0.667 Mbps for C802.11 and
from 0.761 to 0.921 Mbps for 802.11. In Fig. 2, we show
that the analytical model predicts the per-hop throughput to be
around 0.88 Mbps for D802.11. Again, there is a good match
between analytical modeling and simulation experiments. Note
that the analytical model considers the saturation throughput.
When the traffic load is low, e.g., at 5 connections, the traffic
does not fully utilize the network capacity; therefore, the
goodput is lower than that when there are 10 to 30 connections
for 802.11, C802.11, mC802.11 and D802.11

C. End-to-end delay

In this paper, each node has a nominal radius of 250 meters.
Therefore, the end-to-end delay per packet or per hop will not
be affected by the range of a transmission. From Tables II
and III, we see that A802.11 is slightly larger than 802.11
for end-to-end delay per packet or per hop. In order to save

energy, A802.11 takes the energy into consideration at backoff
mechanism. In A802.11, the increase in the power saving is
achieved by using the adaptive backoff mechanism, but adding
certain quantity of delay.

TABLE II
END-TO-END DELAY PER PACKET (SEC) VS. THE NUMBER OF
CONNECTIONS
Connection 5 10 15 20 25 30
802.11 0.019 0.510 2.082 3.462 3.532 3.785
c802.11 0.023 0.635 | 2.654 2.781 3.096 4.026
mC802.11 0.032 0.350 1.681 3.144 3.852 4.067
D802.11 0.035 0.459 1.713 2.932 3.781 4.305
TABLE III
END-TO-END DELAY PER HOP (SEC) VS. THE NUMBER OF CONNECTIONS
Connection 5 10 15 20 25 30
802.11 0.005 0.112 0.464 0.721 0.782 0.830
c802.11 0.006 0.159 0.623 0.627 0.755 0.947
mC802.11 0.009 0.093 0.434 0.749 0.908 1.036
D802.11 0.009 0.128 0.433 0.739 0.936 1.105

D. Energy dissipation

Fig. 7 shows the energy dissipation per packet vs. the
number of connections for 802.11, C802.11, mC802.11 and
D802.11 And we know that the energy dissipation per packet
for D802.11 is much lower than that for 802.11, C802.11 and
mC802.11. Fig. 8 shows the energy dissipation per hop vs. the
connections for 802.11, C802.11, mC802.11 and D802.11 We
see that the energy dissipation per hop for D802.11 is much
lower than that for 802.11, C802.11 and mC802.11. In Figs. 7
and 8, as the number of CBR connections increases, the
energy dissipation increases. When the number of connections
is large, the energy dissipation increases. Nonetheless, given a
particular number of CBR connections, the energy dissipation
per packet or per hop for D802.11 is still lower than 802.11,
C802.11 and mC802.11.

From Table IV, we see that D802.11 has more packets
received than 802.11, C802.11 and mC802.11 at the same
energy dissipation.

From Figs. 7 and 8, we can see that the energy dissipation
per packet or per hop for D802.11 is much lower than that
for 802.11, C802.11 and mC802.11. From Table IV, we see
that D802.11 has more packets received than 802.11, C802.11
and mC802.11 at the same energy dissipation. The reason is
that we consider the node’s competing number of nodes in
the contention window control scheme; this will decrease the
probability of collision in a two-hop contention area and save
more energy consumption.

VI. CONCLUSIONS

We find that D802.11 produces higher end-to-end goodput
than 802.11, C802.11 and mC802.11. D802.11 also achieves
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better power saving by taking a node’s competing number
of nodes into consideration in the designing of the backoff
mechanism. In addition, given a particular CBR connection
number, the energy dissipation per packet or per hop for
D802.11 is still lower than that for 802.11, C802.11 and
mC802.11.
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